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Total Urine Arsenic Measurements Using 
Inductively Coupled Plasma Mass Spectrometry 

With a Dynamic Reaction Cell
*Jeffery M. Jarrett, Robert L. Jones, Kathleen L. Caldwell, and Carl P. Verdon

National Center for Environmental Health, Centers for Disease Control and Prevention
4770 Buford Highway NE, Mail Stop F18

Atlanta, GA 30341 USA

INTRODUCTION

Interest in the level of human
exposure to arsenic in the environ-
ment and the impact of this expo-
sure has increased as evidence
linking chronic low-level exposure
to health risks has grown stronger
(1), large-scale arsenic poisoning
from natural and man-made sources
are observed in various countries
(2), and as the potential risks to
public health from human releases
of arsenic-related chemicals into
the environment is considered.  

Drinking water is an important
source of exposure to naturally
occurring arsenic (3). Arsenic in
natural water sources, predominantly
the inorganic forms, occurs largely
from minerals dissolving from
weathered rocks and soils. In 2000,
the U.S. Environmental Protection
Agency (EPA) estimated the
percentage of U.S. water systems
providing water containing more
than 5 µg/L arsenic was approxi-
mately 12% for groundwater sys-
tems and approximately 3% for
surface water systems (4). However,
the total arsenic concentration in
some water systems exceeds
50 µg/L, especially in parts of the
West, Midwest, and Northeast U.S.
These problems are typically great-
est for small towns and rural areas
serving less than 10,000 persons
which rely more on groundwater
for drinking water sources (5). In
2001, the EPA adopted a new stan-
dard for the level of arsenic permit-
ted in drinking water, lowering it
from 50 to 10 µg/L (6). The rule
became effective on February 22,

materials that contain arsenic as a
preservative, such as pressure-
treated wood.

Investigations leading to the
change of the drinking water stan-
dard stated that more research is
needed on the possible associations
between arsenic exposure and pub-
lic health risks (1). This requires
measurements of body fluids that
reflect rates of exposure and body
burden of this element. Humans
eliminate the majority of ingested
arsenic through urinary excretion,
making urine the biological matrix
of choice for the determination of
arsenic exposure (9). It is well
known that the inorganic species
of arsenic are more toxic than the
organic forms (3,10). For that rea-
son an approach is also being
implemented in our labs where the
individual chemical species of
arsenic in urine are quantified (11).
The total arsenic approach
described here, however, allows 
for a more rapid screening of urine
specimens from people possibly
exposed to arsenic or to evaluate
total environmental exposures to
arsenic. Both the total and speci-
ated arsenic approaches will be
used to study health effects of
arsenic exposure in the U.S. popu-
lation as part of the National Health
and Nutrition Examination Survey
(NHANES) survey and to be pub-
lished in future National Reports on
Human Exposure to Environmental
Chemicals produced by the Centers
for Disease Control and Prevention
(CDC) (12). This NHANES survey
work will provide urine arsenic
data for the U.S. population both
before and after the date when
public drinking water systems in
the U.S. must comply to the new
drinking water standards.

*Corresponding author.
E-mail: JJarrett@CDC.GOV

2002, and the date by which public
drinking water systems must com-
ply with the new 10 µg/L standard
was January 23, 2006.  

People may be exposed to large
amounts of the lower toxicity,
organic forms of arsenic such as
arsenobetaine (AB) and
arsenocholine (AC) through their
diet, especially through eating
seafood (7,8). These two forms are
believed to be far less toxic due to
their rapid clearance through the
kidneys as unchanged molecules
(3).  

Additional exposure to arsenic
can occur from the use of arsenical
herbicides, fungicides and insecti-
cides; the occasional use of medici-
nal arsenic-containing drugs;
occupational exposure at work
sites that use arsenic and its com-
pounds during manufacturing, par-
ticularly among copper, zinc, and
lead smelters; along with handling,
cutting and sanding construction

ABSTRACT

We describe here a simple,
accurate, and rapid method to
assess arsenic exposure by ana-
lyzing urine with inductively
coupled plasma dynamic  reac-
tion cell mass spectrometry
(ICP-DRC-MS). A comparison
of the effectiveness of different
reaction gases and internal stan-
dards, and results from an inter-
laboratory comparison of this
method with other laboratory
methodologies, is presented.
Application of this method to
biomonitoring for human expo-
sure assessments, epidemiologi-
cal investigations, and health
effect outcome studies is also
discussed. 
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Since the toxic nature of arsenic
has long been recognized, many
analytical methods have been used
for the determination of arsenic in
biological samples (13). Our labora-
tory measured urine total arsenic
for many years with a well-estab-
lished graphite furnace atomic
absorption spectroscopy (GFAAS)
method (14). However, as princi-
pally a single-element method,
GFAAS methods are not conducive
to large-scale population surveys
where many elements of interest
are pursued, such as our participa-
tion in the NHANES survey. Due to
this limitation, our laboratory has
been increasing the use of induc-
tively coupled plasma mass spec-
trometry (ICP-MS) to perform
multi-element analysis of biological
samples. Despite the many benefits
of ICP-MS for biomonitoring includ-
ing its multi-element nature, high
sensitivity, low limits of detection,
and wide linear dynamic range, its
applicability to urine arsenic analy-
sis has been historically limited due
to polyatomic interferences
(40Ar35Cl+, 40Ca35Cl+) on the only
natural isotope for arsenic (m/z 75)
originating from the argon of the
ICP-MS plasma and the chloride and
calcium content of the biological
samples (15).

There have been many
approaches to reduce the effect of
these interferences on arsenic
determination by ICP-MS, including
modification of the plasma by the
addition of molecular gases (16,17),
mathematical correction based on
measurement of related molecular
species (17–19), chromatographic
separation of the matrix from
arsenic (20), physical resolution of
the overlapping spectral peaks
using sector field ICP-MS (SF-ICP-MS)
(21), and chemical resolution of the
overlapping ions using inductively
coupled plasma dynamic reaction
cell™ mass spectrometry (ICP-
DRC™-MS) (22,23).  

The approach used in our labora-
tory for the past five years uses
ICP-DRC-MS technology. In general,
the dynamic reaction cell is pressur-
ized with an appropriate gas and
elimination or reduction of argon-
based polyatomic interferences
takes place through the interaction
of the reaction gas with the inter-
fering polyatomic species in the
incoming ion beam. The quadru-
pole in the DRC allows elimination
of unwanted reaction by-products
that could otherwise react to form
new interferences. In the method
described here, arsenic (75As) and
gallium (71Ga) are measured in sim-
ple dilutions of urine by ICP-DRC-
MS using argon/hydrogen
(90%/10%, respectively) as the cell
gas. This single-element ICP-DRC-MS
method was developed to be com-
bined with our existing ICP-MS
urine multi-element method (24) to
form a single method using both
standard and dynamic reaction cell
modes of the instrument within
one analysis.

Method validation included the
comparison of this ICP-DRC-MS
method with existing, proven
methods from labs outside of the
Centers for Disease Control and
Prevention (GFAAS with Zeeman
background correction and ICP-MS
analysis with a mathematical cor-
rection equation for the 40Ar35Cl
overlap at m/z 75).

EXPERIMENTAL

Instrumentation

The instrumentation used for
these experiments was an ELAN®
DRCPlus or ELAN® DRC™ II ICP-MS
(PerkinElmer SCIEX, Concord,
Ontario, Canada), equipped with a
Meinhard quartz nebulizer (Type
TQ-30-A3), a DRC quartz cyclonic
spray chamber, a 2.0-mm I.D.
quartz injector, and nickel sampler
and skimmer cones. The original
plastic tubing in the instrument
which delivers the DRC cell gas
from the cylinder, through the

instrument to the reaction cell, was
replaced with 1/8" stainless steel
tubing to eliminate any semi-per-
meability characteristics which
could lead to diffusion of gases
through the tubing walls and result
in inconsistent performance.
Instrumental parameters used are
presented in Table I. Cell gas flow
rate and RPq parameters were opti-
mized for each instrument. Peri-
odic re-optimization (every 6–12
months) found the cell gas flow
rate to change slightly over time
for individual instruments. We
attribute this to drift over time to
calibration of the mass flow con-
trollers.  

Materials and Reagents

Water was deionized to 
≥18 MΩ.cm using a NANOpure®
Diamond™ UV water purification
system (Barnstead International,
Dubuque, IA, USA). Concentrated
nitric acid (Veritas™ double dis-
tilled, GFS Chemicals, Columbus,
OH, USA), concentrated hydrochlo-
ric acid (Veritas™ double distilled,
GFS Chemicals, Columbus, OH,
USA), and Triton® X-100 (Mallinck-
rodt Baker, Inc., Phillipsburg, NJ,
USA) were used. All elemental stan-
dards were from sources (High-
Purity Standards, Charleston, SC,
USA; SPEX CertiPrep, Metuchen,
NJ, USA) traceable to the National
Institute for Standards and Technol-
ogy (NIST, Gaithersburg, MD,
USA). A gas mixture of 90% argon
(research grade, 99.9997% initial
purity, Airgas, Radnor, PA, USA)
and 10% hydrogen (research grade,
99.9999% initial purity, Airgas, Rad-
nor, PA, USA) was used as the cell
gas for the DRC.

Sample Preparation

Sample preparation for urine
specimens was performed by a sim-
ple dilution of 0.25 mL urine with
2.25 mL of diluent (2% v/v nitric
acid and 10 µg/L gallium internal
standard). Matrix-matched calibra-
tors were prepared by adding
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(15–530 µg/L) were analyzed in
3–13 runs. The between-run repro-
ducibility when using 126Te as the
internal standard (average 8.5%
RSD) was generally inferior to that
observed when using gallium (aver-
age 4.9% RSD).

Selection of Reaction Cell Gas

The use of ICP-DRC-MS with
hydrogen in argon as a reaction gas
for the elimination of the ArCl+

interference at m/z 75 has been
described previously (23,25–28).
These publications indicate that the
hydrogen component of the cell
gas mixture reacts with the ArCl+

interference to eliminate the ArCl+

interference at m/z 75. Figure 1
shows the results of total arsenic
analysis using different proportions
of hydrogen in argon as the reac-
tion cell gas. The urine reference
materials analyzed were spiked
with Cl– (>400 mM Cl–) to simulate
approximately twice the highest
expected adult urine chloride con-
centrations (29). The results
matched target values best when
using either pure argon or a mix-
ture of 10% hydrogen in argon as
the reaction cell gas. The largest
bias was observed when using 50%
hydrogen in argon. These data sug-
gested that the underlying mecha-
nism for removal of the ArCl+

interference was possibly disassoci-
ation of the polyatomic ion after
collision with argon atoms in the
cell. In light of the uncertainty of
mechanism and suggestions from
the ICP-DRC-MS manufacturer, the
10% hydrogen and 90% argon gas
mixture was selected as the reac-
tion cell gas for the method. The
use of pure argon may be investi-
gated further in future biomonitor-
ing work since it would be
logistically simpler with argon gas
already available in the laboratory
for the operation of the instrument.

0.1 mL of a calibration standard
into 0.9 mL of pooled urine (tested
to be < 5 µg/L As) and 9 mL of dilu-
ent. Sample dilutions were accom-
plished using a Micromedic
Digiflex™ automatic pipette
(Titertek, Huntsville, AL, USA).

Methods of the Interlaboratory
Comparison

Method validation included an
inter-laboratory comparison with
two external laboratories. Lab 1
used graphite furnace atomic
absorption spectroscopy with Zee-
man background correction
(GFAAS). Arsenic in urine was
digested and oxidized to the pen-
tavalent form. The arsenic was con-
verted to the iodide and extracted
into toluene. The arsenic complex
was then back-extracted into an
acidic nickel nitrate solution and
quantitated by GFAAS. Lab 2 used
ICP-MS and corrected for the chlo-
ride interferences mathematically

(I75 = I75 – 0.00002* I35). Urine was
diluted 1:20 with 0.5% (v/v) nitric
acid. Internal standard (Y) and
ethanol were spiked into the
dilution (50 µL of 2 mg/L Y and 
100 µL of ethanol, respectively),
then analyzed by ICP-MS using
matrix-matched external calibra-
tion.

RESULTS AND DISCUSSION

Selection of Internal Standard

Isotope 71Ga was selected as the
internal standard after testing 74Ge
and 126Te. Isotope 69Ga was not
used for gallium due to potential
interference from 138Ba++. Brief
tests using 74Ge yielded comparable
results; however, the potential for
interference from 74GeH at m/z 75
discouraged its use. In tests com-
paring gallium and tellurium as
internal standards for arsenic, 41
different urine materials with a
range of arsenic concentrations

Vol. 28(4), July/August 2007

TABLE I
Instrumental Parameters

RF Power 1450 W
Gas Flow Rates (Argon)
Plasma / Auxiliary / Nebulizer 15 / 1.2 / ~0.9 – 1 L/min
DRC Cell Gas 10% H2 (99.9999% purity)

90% Ar (99.9997% purity)
0.2 – 0.6 sccm
(optimized for elimination of ArCl)

Sample Uptake Rate ~ 0.65 mL/min
Rinse 90 s at ~1.3 mL/min using

5% (v/v) nitric acid, 
0.002% Triton® X-100

RPQ 0.65 – 0.75
Ion Lens Voltages AutoLens™
Detector Mode Pulse
Sweeps / Reading 20
Readings / Replicate 1
Replicates 3
Dwell Time 50 ms
Blank Subtraction After Internal Standard

Curve Type Simple Linear (calibrated to 300 µg/L)



An alternative to removing the
interferences from m/z 75 is to use
oxygen as the reaction gas and
monitor m/z 91 for 75As16O+

(23,30,31). While the use of Ar / H2

as a DRC gas serves well to elimi-
nate the 40Ar35Cl+ interference
observed from a chloride-contain-
ing matrix (see Figure 1), a small
interference (approximately
0.4 µg/L) remains at m/z 75 when
the matrix contains both high chlo-
ride and high calcium levels (see
Figure 2). Mass spectrum scans of
solutions containing calcium or cal-
cium and chloride matrices suggest
that the interference is mainly a
result of 40Ca35Cl+, but also of a cal-
cium hydroxide species [possibly
CaO.(H3O)+]. In all of these experi-
ments, the concentration of
calcium was equal to the highest
expected in urine (29), and the
concentration of chloride was dou-
ble the molar concentration of cal-
cium. It can be seen in Figure 2 that
we found the use of oxygen as the
reaction cell gas (0.32 sccm cell gas
flow rate, RPq = 0.7) was effective
at avoiding all interferences being
observed at m/z 75 in high chloride
and calcium matrices. We investi-
gated the possibility of interference
from zirconium at m/z 91, but
found that zirconium reacts quickly
in the presence of the oxygen reac-
tion cell gas to form ZrO and ZrO2

so that it would not interfere with
measurements of 75As16O+ at m/z 91.
This reaction has been reported on
elsewhere (32,33).

116

Fig. 1. Selection of cell gas.

Fig. 2. Effect of Ca and Cl
interferences on As measurement.
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Urine arsenic results from the oxy-
gen reaction-gas method, however,
had a higher between-run variabil-
ity (see Table II) and a positive bias
(see Figure 3) relative to the Ar / H2

DRC gas method. We decided that
the relatively small interferences
possible when using an argon /
hydrogen reaction gas would be
preferable to the higher uncertainty
and bias of the oxygen reaction gas
method.  

Matrix Effects of Carbon on
Arsenic Signal

Matrix-induced signal enhance-
ment in ICP-MS analysis from car-
bon on arsenic has been previously
reported in the literature (17,34).
Based on these reports, we tested
the addition of alcohol to the dilu-
ent to enhance the arsenic signal.
The addition of 2-3% methanol or
1–2% ethanol to the diluent
enhanced the arsenic signal by a
factor of 3–4. However, the stan-
dard deviation of individual concen-
tration measurements was 2–5
times higher when alcohol was
added to the diluent. Between-run
precision was not affected by the
addition of alcohol. Due to the
effects on measurement precision,
we do not add alcohol to the dilu-
ent.

Due to the matrix-induced signal
enhancement from carbon on
arsenic, performing a larger dilu-
tion on a patient urine sample than
is performed on the matrix of the
calibrators will result in a lower
observed arsenic concentration for
the patient urine sample. For this
reason, validating concentration
measurements above the typical
calibration concentration range is
not performed by extra dilutions to
the patient urine samples. Instead,
due to the large linear dynamic
range of ICP-MS, additional calibra-
tors are used to verify calibration
linearity above the typical calibra-
tion range. We have verified this
range to greater than 6000 µg/L.

Vol. 28(4), July/August 2007

Fig. 3. Comparison of urine arsenic concentration results obtained using a DRC
gas of 90% argon, 10% hydrogen, monitoring 75As at m/z 75 with results obtained
using a DRC gas of 100% oxygen, monitoring 75As16O at m/z 91. The difference
between the results of the two methods shows the positive bias of the oxygen
method relative to the argon / hydrogen method. 

TABLE II
Comparison of Precision for Urine Arsenic Analysis  

(All units µg/L As.)

Sample ID Target N SD (m/z 75)    SD (m/z 91) 
H2 O2

S-03-16 30.0 3 1.2 2.3
S-03-15 42.7 4 1.4 2.2
S-03-09 97.4 4 2.6 4.5
S-03-10 145.3 4 3.9 6.6
S-03-05 155.1 4 3.5 6.6
S-03-12 271.2 4 5.6 9.3

S-03-08 292.2 4 7.2 11.4

Arsenic results were obtained by running multiple DRC modes simultaneously.
Monitoring of 75As was done while using a 90% argon, 10% hydrogen DRC gas setup
on channel A (0.6 sccm, RPq 0.65). 75As16O was monitored at m/z 91 while using a
100% oxygen DRC gas setup on channel B (0.32 sccm, RPq 0.7).
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DRC Stabilization Time

Signal drift is typically observed
when beginning the DRC method
which is not identical for both the
analyte and the internal standard.
For this reason, the instrument is
operated in DRC mode for at least
45–60 minutes prior to beginning
the analysis to reach the best signal
ratio stability (75As / 71Ga). Typical
operating procedure for daily analy-
sis includes plasma ignition, instru-
ment performance check in
standard mode after 45 minutes,
purge of the tubing leading to the
mass flow controllers for 1 minute,
and analysis of a urine standard
repeatedly in DRC mode for at least
1 hour. The stability of the 75As / 71Ga
ratio from the urine standard analy-
ses is checked using a Microsoft®
Excel® template and the analytical
run is started if drifting of the signal
ratio has stopped. Out of 78 runs,
23% required no stabilization time,
52% of the runs reached acceptable
ratio stability within 30 minutes, 8%
required 1 hour, 9% required 1–2
hours, and 8% required greater than
2 hours. There are no apparent
associations between system main-
tenance and time required to reach
acceptable ratio stability. The mag-
nitude of the drift during the stabi-
lization time was generally within
10% of the target arsenic concentra-
tion (85% of runs), but in some
cases was as high as 40%. Drift for
both 75As and 71Ga during the stabi-
lization time was almost always in
the positive direction, and the
increase for 75As was typically
greater. Operating the ICP-DRC-MS
in DRC mode for one or more
hours before analysis without
repeatedly analyzing a diluted urine
matrix does not eliminate drift of
the observed arsenic concentration;
however, it reduces the number of
urine matrix sample measurements
which need to be made in the stabi-
lization time. From 49 experiments
where this was done, we found
that 55% of runs required no addi-
tional stabilization time, 31% of

runs reached acceptable stability
within 30 minutes, 6% required 
1 hour, 6% required 1-2 hours, and
2% required greater than 2 hours.
The issues related to signal drift
observed here were specific to
DRC mode operation of the instru-
ments; no drift issues like this were
observed when the instrument was
operated in the Standard mode of
operation. We have observed simi-
lar issues with drift when using the
DRC for mixed-mode analysis
where the method contains both a
DRC mode component (cell is pres-
surized) and a standard mode com-
ponent (cell is not pressurized). It
is thought that the problem is
related to impurities within the cell
gas introduction system which can
require an extended time to flush
out. After stabilization time, drift in
the observed arsenic concentration
over the first 8 hours of analysis is
approximately 3 ± 4%. Recalibra-
tion is performed after approximately
8 hours of analysis.
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Accuracy

Table III presents the observed
and informational or certified val-
ues for urine standard reference
materials (SRM) from NIST.
Observed concentrations are in
agreement with the limited NIST
values which are available. Due to
the limited certified target values
for the NIST reference materials,
urine reference materials from

the Centre de Toxicology du Que-
bec (Quebec, Canada) were also
used in validating the accuracy of
the method (see Figure 4, 
slope = 1.047, intercept = –3.188,
r2 = 0.995, N = 101). All observed
results for the Centre de Toxicol-
ogy du Quebec (CTQ) reference
materials were within two standard
deviations of the target values
assigned for the comparison pro-
grams.

Precision

The between-run precision of
urine total arsenic measurements
for low and high concentration
bench quality control pools is
shown in Figures 5 and 6. The 
coefficient of variation for measure-
ments of the two pools collected
over a 33-month period in 192 runs
was 9.8% and 3.0% for the low and
high pools respectively. Each pool
is measured both at the beginning
and at the end of the run and qual-
ity control decisions for each run
are made considering the average
of both measurements, the range of
the duplicate measurements, and
trends of the averages across multi-
ple runs.

Effect of Chloride Concentra-
tion

The effect of chloride concentra-
tion in the urine sample on the
observed total arsenic concentra-
tion (as 40Ar35Cl+ and 40Ca35Cl+) was
evaluated as part of an interlabora-
tory comparison with two laborato-
ries (see Table IV). Chloride spiked
to the highest expected physiologi-
cal levels had little to no impact on
observed total arsenic concentra-
tions from any of the methods par-
ticipating in the interlaboratory
comparison. The calcium content
of the urine samples was unknown.
No effect is expected on GFAAS
results since that measurement
technique is not affected by chlo-
ride interferences. 

The ICP-MS method using the 
I75 = I75 – 0.00002* I35 correction
equation performed well at the
elimination of the chloride interfer-
ences. To accomplish this, however,
the analyst determines the correct
coefficient for the I35 correction
term at least daily to determine the
I75 / I35 relationship which is con-
trolled by plasma conditions. The
ICP-DRC-MS results reflect a compa-
rable elimination of effect from
chloride without the necessity for
daily verification or adjustment of
the correction equation.

TABLE III
Results for Analysis of NIST Reference Materials and CDC Bench QC

(µg/L As)

Target Value Observed Value
± 1SD ± 1SD N

NIST SRM 2670 Normal (60, info. value) 79.7 ± 3.5 89
NIST SRM 2670 Elevated 480 ± 100 533.3 ± 28.3 32
NIST 2670A Low (3, info. value) 2.6 ± 0.3 9
NIST 2670A High No value given 215.0 ± 5.2 9
NH0119 – 8.2 ± 0.8 194

NH0120 – 179.7 ± 5.4 195

Fig. 4. Analysis of reference materials from the Center for Toxicology of Quebec
(CTQ).  
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Spike Recovery

Spike recoveries were also
tested as part of the interlaboratory
comparison (see Table V). Recover-
ies observed were 81–103% for the
ICP-DRC-MS method, 63–100% for
the ICP-MS method, and 87–200%
for the GFAAS method. All methods
reported lower recovery (81–87%)
for the 30 µg/L spiked sample. The
200% recovery observed by the
GFAAS method for the 5 µg/L spike
could have been due to being close
to the limit of detection (limit of
detection value unknown).

CONCLUSION

The ICP-DRC-MS method pre-
sented here successfully eliminates
the 40Ar35Cl+ interference typically
experienced in urine total arsenic
analysis by ICP-MS without the
need for correction equations that
must be updated daily to reflect
instrument conditions. The remain-
ing interference from 40Ca35Cl+ is
minimal, and preferable to the
larger between-run uncertainty
observed when using oxygen as a
reaction gas and monitoring
75As16O+. The accuracy and preci-
sion of the method has been shown
to be acceptable for the routine
biomonitoring of urine samples and
capable of being maintained over
multiple years of operation. While
the analysis of urine samples for
total arsenic does not provide
important information regarding
the species of the arsenic, it allows
a rapid determination of the overall
exposure to arsenic species and
can be used to determine the prior-
ity of speciation analysis which may
need to be performed subsequently.
The method is applicable to a wide
range of urine arsenic concentra-
tions and is therefore useful for bio-
monitoring  persons with a wide
range of arsenic exposures. One of
the applications of this method has
been the National Health and Nutri-
tion Examination Survey (NHANES),
the results of which will be pub-
lished in future National Reports to

Fig. 5. Analysis of low "bench" (internal) quality control material.

Fig. 6. Analysis of high "bench" (internal) quality control material.
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INTRODUCTION

Lanthanides have been increas-
ingly used in a number of fields,
thus spreading their entrance into
the environment, animal and
human bodies. Therefore, it is
important to develop analytical
methods for the determination of
low concentrations of these
elements in biological samples.

Inductively coupled plasma mass
spectrometry (ICP-MS) is one of the
most suitable techniques for lan-
thanide determination at low con-
centrations due to its high sensitivity
and relatively good selectivity.
However, interferences from iso-
baric atomic ions and polyatomic
ions are found in multi-element ICP-
MS determinations. Therefore, for
accurate determination of lanthanides
by ICP-MS, the possibility of inter-
ference from isobaric atomic ions
and polyatomic ions needs to be
considered. The determination will
be more difficult  with a high con-
centration ratio of lighter to heavier
lanthanides. Additionally, Ba is usu-
ally found in relatively high concen-
trations in environmental, geological,
and biological samples and, there-
fore, its oxides and hydroxides can
interfere with Nd, Sm, Eu, and Gd
(1). With a maximum mass resolu-
tion of 10,000 for double-focusing
ICP mass spectrometers, most iso-
baric interferences of atomic and
oxide ions can be separated. In
practice, the theoretically required
mass resolution is insufficient if the
intensity of oxide ions is significantly

higher than that of the analyte ions
(2,3). For this reason, other alterna-
tives should be used in order to
resolve the isobaric interferences
as, for instance, lanthanide separa-
tion (4,5) and/or  water desolvation-
nebulizer systems. In this approach,
the water-solvent molecules that
enter the plasma can be drastically
reduced, therefore, decreasing
oxide and hydroxide formation. It
has already been observed (6,7)
that the formation of B, Cl, K, Ca,
Zn, and U oxides were greatly
reduced by employing this type of
system.

Capillary electrophoresis (CE) is
a suitable separation technique in
which solvated ions in an electrolyte
solution are separated according to
their mobilities in solution while
subjected to an electrical field. Lan-
thanides, because they are similar
in size and chemical properties,
present a challenge for chemical
separation. Capillary electrophore-
sis (CE) is a useful separation tech-
nique for lanthanides, which  has
been demonstrated (4,8,9). By
using HIBA (hydroxybutiric acid),
each lanthanide was selectively
complexed with the separation
based on the extent of complexa-
tion (8). The major advantages of
CE are short separation times (in
comparison to liquid chromatogra-
phy) and requiring reduced amounts
of sample, solvents, and chemicals.
Furthermore, the good detection
capacity of ICP-MS makes it a suit-
able detector for low concentrations
of lanthanides after their separation
by CE. 

The aim of the present study was
to develop analytical methods for

ABSTRACT

This work deals with the
development of analytical meth-
ods for lanthanide determination
in biological samples. One
method consists of using capil-
lary electrophoresis (CE) for lan-
thanide separation prior to the
detection by inductively coupled
plasma mass spectrometry (ICP-
MS). The lanthanides are
extracted from the sample solu-
tion by liquid-liquid extraction
with bis(2-ethylhexyl)ortho-
phosphoric acid (HDEHP) in
toluene at pH 2.0 and then back-
extracted into an aqueous phase
using 6 mol L–1 HNO3. After sol-
vent evaporation, the residue is
dissolved with water, and 32 nL
of this solution injected into the
capillary. A mixture of 6 mmol L–1

8-hydroxyisobutyric acid (HIBA)
with pH 4.2 is used as the elec-
trolyte solution. It is demonstrated
that the lanthanides are sepa-
rated under this condition. The
other method consists of using a
micro nebulizer-desolvation sys-
tem for introducing  the sample
into the plasma of an ICP-MS.
The oxide formation rate is
remarkably decreased by using
this introduction system, allow-
ing accurate lanthanide determi-
nation. The developed methods
were applied to the determina-
tion of lanthanides at the ng g–1

levels in mussel tissue. The con-
centrations of the elements were
below the detection limits of the
CE-ICP-MS method, but detected
and quantified by using the micro
nebulizer-desolvation system.
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lanthanide determination at trace
levels in biological samples. The
use CE-ICP-MS and a micro nebu-
lizer-desolvation system for intro-
ducing the sample solution into an
ICP-MS were investigated. 

EXPERIMENTAL

For all mass spectrometric mea-
surements, a quadrupole-based ICP-
MS (ICP-QMS), Model ELAN® 6000
or ELAN® 6100 (PerkinElmer
SCIEX, Concord, Ontario, Canada),
was used. An APEX (from ESI,
Omaha, NE, USA) sample introduc-
tion system was used. With this sys-
tem, the sample is self-aspirated
with a PFA microconcentric nebu-
lizer. The aerosol passes through a
heated cyclonic spray chamber
(140 oC) and is then transported to
a Peltier-cooled multi-pass
condenser (–5 oC). For lanthanide
separation, a Waters Quanta 4000
capillary ion analysis system (Waters
Corporation, Boston, MA, USA) was
used. A Micromist nebulizer (Model
AR40-1F02 from Glass Expansion,
Victoria, Australia) attached to a
Cinnabar mini cyclonic spray cham-
ber (Glass Expansion) was used for
introducing the eluent into the

plasma of the ICP-MS. The CE sepa-
ration conditions are shown in
Table I.

All measurements were
performed under optimized condi-
tions with respect to gas flow rate,
rf power, torch position, and ion
lens voltage. Except for 141Pr, 159Tb,
and 165Ho, which are monoisotopic,
the isotopes free of elemental iso-
baric interferences and/or most
abundant were chosen. The main
parameters are summarized in
Table II. 

CE Conditions and Interface

The schematic representation of
the CE interface to ICP-MS is dis-
cussed and shown in reference (4).
It basically consists of a PEEK tub-
ing, a PEEK finger, and a PEEK four-
way tee union (Upchurch Scientific).
PEEK tubing (0.50 mm i.d. x 1.6 mm
o.d.) was used as a sleeve around
the CE capillary into the four way
tee union. The makeup electrolyte
solution was aspirated through a
PTFE tubing (1.00 mm i.d. x 1.6 mm
o.d.). A 0.50-mm o.d. Pt interface
electrode was sealed through a
PEEK sleeve (0.50 mm i.d. x 1.6 mm
o.d.) and sealed inside the back of
the nebulizer via Tygon® tubing.

Prior to use, all  CE solutions were
degassed and filtered through a
0.45-mm filter paper. All CE elec-
trolytes were prepared fresh daily.
The new capillaries were conditioned
using 0.1 mol L–1 HCl, 0.1 mol L–1

NaOH, and CE electrolyte solution.
After each sample run, the capillary
was washed with electrolyte solu-
tion for 2 min. The usual current
across the interface ranged from of
4.5 µA to 9.0 µA. A make-up solu-
tion was used for maintaining a sta-
ble electrical connection to the
detection end of the CE capillary
and controlling the laminar flow.
The data obtained in the CE-ICP-MS
analysis was exported and analyzed
as Excel® files.

Chemicals and Sample 
Preparation

For all solutions and sample pre-
paration, Milli-Q™ water (18.2 MΩ cm)
was used. The HNO3, HCl, and NaOH,
and monoelement lanthanide stan-
dard solutions were purchased
from Merck (Darmstadt, Germany).
The electrolyte solution used for CE
was 6 mmol L–1 hydroxybutiric acid
(HIBA) from Fluka, with 5 mmol L–1

sodium acetate (CIA-Pak UV Cat 1
from Waters), which was adjusted
to pH 4.2 with 0.1 mmol L–1 HCl

TABLE I
Capillary Electrophoresis 

Operating Conditions

Parameter Condition

Power Supply + 25 kV
Capillary i.d. 75 µm 

o.d.  365 µm 
Length = 80 cm 

Electrolyte 
Solution 6 mmol L–1 HIBA, 

5 mmol L–1

sodium acetate/UV
Cat–1, pH = 4.3 
(in HCl)

ICP-MS  
Make-up Buffer 0.005% (v/v) HNO3

Temperature 24 oC

Injection 35 nL (30 s,
Volume hydrodynamic)

TABLE II 
Instrumental Parameter and Analysis Conditions 

Used for ICP-QMS Measurements

Sample Introduction 
CE–Micromist             PFA-APEX

ELAN 6000 ELAN 6100

RF Power 1300 W 950 W
Cooling Gas Flow Rate 14 L min–1 14 L min–1

Auxiliary gas flow rate 0.8 L min–1 1.2 L min–1

Nebulizer gas flow rate 0.85 L min–1 0.90 L min–1

Solution uptake rate 200 µL min–1 330 µL min–1

Number of Isotopes per Run 21 14
Scanning Mode Peak Hopping Peak Hopping
Sampler and Skimmer Cones Ni Ni

Monitored Isotopes 139La, 140Ce, 141Pr, 143Nd, 146Nd, 147Sm,
149Sm, 151Eu, 153Eu, 155Gd, 157Gd, 159Tb,
162Dy, 163Dy, 165Ho, 166Er, 167Er, 169Tm, 
172Yb, 173Yb, and 175Lu 
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solution. Three 50-mg aliquots of
mussel tissue (Certified Reference
Material - BCR 668, from the Com-
munity Bureau of Reference, Brus-
sels, Belgium) were microwave-
digested (Microwave Accelerated
Reaction Systems, MARS-5 from
CEM Corporation, Mathews, NC,
USA) using an oxidizing mixture of
0.8 mL HNO3 and 0.2 mL H2O2.
The digestion was carried out with
the following heating program:
150 W for 10 min, cooling for 2 min,
300 W for 10 min, and cooling for
30 min. The digested sample was
transferred to a disposable plastic
tube and made up to 5 mL with
water. When the APEX system was
used, this solution was analyzed
directly. In the case of CE, the lan-
thanides were extracted with bis(2-
ethylhexyl)-ortho-phosphoric acid
(HDEHP) (10) in toluene at pH = 2.0
and back-extracted into the aque-
ous phase using 6 mmol L–1 HNO3.
The HNO3 solution was evaporated
to dryness and the residues
dissolved in 10 mL of water. The
final solution was filtered through
a 45-µm PTFE membrane syringe
filter, and 35 nL of this solution was
injected into the capillary. 

RESULTS AND DISCUSSION

CE-ICP-MS for Lanthanide 
Determination 

At first, it was observed that the
make-up electrolyte solution,
0.005% v/v HNO3, reduced the
amount of HIBA and UV Cat-1
reagent to the ICP-MS, which mini-
mized deposits on the interface of
the ICP-MS spectrometer. Addition-
ally, this solution displayed accept-
able conductance and low back-
ground signals, improving the pre-
cision. As shown in Table III, the
relative standard deviations (RSD)
for 5 runs was lower than 10% for
the different modes of signal mea-
surement, but remarkably lower
using peak area. Therefore, peak
area was used to calculate the con-
centration of the separated
lanthanides.

It was observed that both the
position of the capillary in the neb-
ulizer and the level of the make-up
solution in the vessel (4) affect the
peak shape and separation of the
isotopes. Ions are separated by elec-
tric field application and the solu-
tion must not flow into the
nebulizer CE capillary. Thus, it was
very important to control these
parameters in order to improve the
separation. A CE-ICP-MS electro-
pherogram of a 700-ng mL–1 stan-
dard of 13 lanthanide isotopes is
shown in Figure 1. This
electropherogram illustrates the
low background signals and that
the atomic ions signals of the lan-
thanides are separated.  

Figure 2 illustrates a run where
only Eu, Dy, and Er were monitored
in a standard solution mixture con-
taining 100 ng mL–1 of all
lanthanides. The separation of poly-
atomic and isobaric species using
CE prior to ICP-MS detection shows
that that the interference is overcome.

Peak area information for each
of the isotopes was used to calcu-
late limits of detection (LODs) for
the CE-ICP-MS method. The LOD
was calculated as three times the
standard deviation of the peak area

observed for the blank, divided by
the slope of the calibration curve.
The LODs of most of the abundant
isotopes 139La, 141Pr, 159Tb, 165Ho,
169Tm, and 175Lu were 7.6, 9.0, 5.4,
5.5, 10.1, and 11 µg L–1, respectively.
Lower abundance isotopes yield
much smaller peak areas and are
more difficult to detect and quan-
tify by CE-ICP-MS. Day et al. (4)
measured the abundance of
lanthanide nuclides produced via
spallation reactions on an irradiated
tantalum target and illustrated that
the method was applicable to the
isotopes that were present in rele-
vant concentrations. They reported
LODs for the most abundant lan-
thanide isotopes in the range of
0.72 ng mL–1 to 3.9 ng mL–1 using
CE coupled to a double focusing
sector field ICP-MS. They also
observed that the LODs were
improved as much as one order of
magnitude compared to a quadru-
pole ICP-MS. 

Use of Micro Nebulizer With
Desolvator for Lanthanide
Determination in ICP-QMS  

To accurately determine the low
content of lanthanides, possible
oxide formation must be consid-
ered because oxides of light
lanthanides can interfere with lan-
thanide isotopes  at m/z > 155. The
argon gas flow rate to the nebulizer
and the applied rf power have a
large effect on the formation of
oxide species, as well as ion inten-
sity. For that reason, optimization
was carried out in terms of nebu-
lizer gas flow rate and rf power to
maximize ion intensities of
lanthanides and minimize oxide for-
mation rate. The results of the opti-
mization procedures are shown for
La in Figure 3. It is important to
mention that La was the element
that exhibited the highest MO+/M+

value in comparison to the other
lanthanides. It can be seen in Figure
3(a) that the MO+/M+ ratio at the
optimized conditions is low (about
0.2%). The maximum sensitivity,

TABLE III 
Precision of CE-ICP-QMS for the
Determination of Lanthanides 

Using the ELAN 6000 
(PerkinElmer Sciex)

Isotope       Measurement Mode
Peak        Peak         Peak
Area       Width      Height

(1/2 Height)
%RSD      %RSD       %RSD

139La 3.1 5.8 8.4

141Pr 2.6 6.7 2.9

159Tb 3.0 7.3 3.2

165Ho 1.5 5.4 8.3

169Tm 3.5 5.2 7.6

175Lu 2.9 3.6 3.9
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about 20 Mcps/mg L–1, is achieved
at a nebulizer gas flow rate of about
0.8 L min–1, which remains almost
the same up to1.5 L min–1 [Figure
3(b)]. The good performance is
mainly due to the aerosol desolva-
tion, which produces an intense
and uniform dry aerosol, enhancing
the sensitivity and precision as
well. With respect to the effect of rf
power on the oxide formation rate
shown for La in Figure 3(c), it can
be seen that the MO+/M+ ratio is
lower than 0.004 at rf power in the
range of 950 to 1500 W, whereas
the sensitivity is practically
constant at this interval [Figure
3(d)]. However, 950 W was chosen
because it was observed that the
sensitivities of other lanthanides
(Sm, Eu, Er, Lu, Yb, and Dy)
decreased at higher rf power.

The LODs obtained for the lan-
thanides by using the APEX system
and ICP-MS are shown in Table IV.

Fig. 1. CE-ICP-MS electropherogram of 700 ng mL–1 of lanthanides; 1: 139La, 2: 140Ce, 3: 141Pr, 4: Nd isotopes, 5: Eu isotopes, 
6: Gd isotopes, 7: 159Tb, 8: Dy isotopes, 9: 165Ho, 10: Er isotopes, 11: 169Tm, 12: Yb isotopes and 13: 175Lu.

Fig. 2. CE-ICP-MS electropherogram of 100 ng mL–1 of lanthanides with m/z 156
through 164. 
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They were obtained from 3 s,
where s is the standard deviation of
10 consecutive measurements of
the blank. The low LODs are mainly
due to aerosol desolvation, which
not only improves aerosol quality
and minimizes oxide production,
but also increases transport
efficiency to the plasma. The good

sensitivity and stability demonstrated
that the system could be used for
the determination of very low con-
centrations of lanthanides. 

Lanthanide Concentrations in
Mussel Tissue

The developed method was
applied for lanthanide determina-
tion in certified mussel tissue (BCR
668), and the concentrations found
are shown in Table V. The
lanthanides are precisely detected
in ICP-QMS using the micro nebu-
lizer/desolvation system. All
lanthanide concentrations
measured are at the ng g–1 level and
below. However, CE-ICP-MS could
not be applied for these determina-
tions since the concentrations of
the lanthanides in the sample solu-
tion (at pg mL–1 level) were below
the LODs of the method (at µg L–1

level). CE-ICP-MS can be applied for
lanthanide determinations at higher
concentration levels. It is useful
when a small sample volume is
available and serious interference

problems occur with analyte ions,
e.g., for analysis of radioactive
materials (4,11). 

CONCLUSION

It was demonstrated that 
CE-ICP-MS is a reliable technique
for lanthanide separation prior to
detection by ICP-MS, which
reduces isobaric and polyatomic
ion interferences. Nevertheless, the
LODs are not sufficiently low for
the determination of these
elements naturally present in bio-
logical tissues. On the other hand,
by using a micro nebulizer-desolva-
tion system, which drastically
reduces oxide formation and
increases the sensitivity, the deter-
mination of low concentrations of
lanthanides in biological samples is
possible.

Received June 8, 2007.

Fig. 3. Effect of nebulizer gas flow rate (rf power: 900 W) and rf power (nebulizer gas flow rate: 0.95 L min–1) on the sensitivity
and oxide formation rate (n = 3). Sample uptake rate: 330 µL min–1 and sample solution: 10 ng mL–1 La (M+ and MO+ repre-
sent the intensity of 139La+ and 139La16O+, respectively). 

TABLE IV 
Limits of Detection (LODs) of
Lanthanides Measured Using
Micro Nebulizer-Desolvation 
System Coupled to ICP-QMS

(ELAN 6100, PerkinElmer Sciex)

Isotope LOD Isotope    LOD 
(ng L–1) (ng L–1)

139La 1.8 159Tb 0.57
140Ce 1.4 163Dy 3.2
141Pr 1.0 164Ho 2.1
146Nd 5.0 166Er 3.5
152Sm 1.6 169Tm 1.8
153Eu 2.2 172Yb 3.7
156Gd 6.1 175Lu 0.85
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TABLE V 
Lanthanide Concentration Measured in Mussel Tissue (BCR 668)

Using the Micro Nebulizer-Desolvation System for Introducing the
Solution of the Digested Sample into the Plasma of the ICP-MS 

(n = 3, three replicates of the sample)

Element Certified Found Element Certified Found

La 80 ± 6 85 ± 2 Gd 13.0 ± 0.6 12.0 ± 0.7
Lu 0.389 ± 0.024 0.363 ± 0.043 Tb 1.62 ± 0.11 1.44 ± 0.18
Ce 89 ± 7 85 ± 4 Dy 8.9 ± 0.6 7.9 ± 1.0
Pr 12.3 ± 1.0 12.1 ± 0.9 Hoa 1.8 ± 0.6 1.6 ± 0.3
Nd 54 ± 4 50 ± 1 Er 4.47 ± 0.45 3.78 ± 0.52
Sm 11.2 ± 0.8 12.3 ± 0.6 Tm 0.48 ± 0.08 0.38 ± 0.03

Eu 2.79 ± 0.15 3.02 ± 0.36 Yba 2.8 ± 0.5 2.7 ± 0.02

a: Indicative values. 
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ABSTRACT

Inductively coupled plasma
optical emission spectrometers
(ICP-OES) have been widely used
to determine Cd, Co, Cr, Cu, Mg,
Ni, Pb, and Zn in agronomic and
environmental samples. How-
ever, sample preparation (as
extraction and total digestion
procedures) includes the use of
some organic and inorganic acids
not suitable for ICP analysis. It
was found that the magnitude of
the interferences is dependent
on the ICP operating parameters.
In order to achieve robust condi-
tions, these parameters were
adjusted. Robust conditions were
verified by using the ratio of the
ionic line intensity to the atomic
line intensity of Mg, the most
commonly used ratio for this pur-
pose. Matrix effects of acetic,
citric, hydrochloric, oxalic,
nitric, perchloric, and tartaric
acid in the determination of Cd,
Co, Cr, Cu, Mg, Ni, Pb, and Zn
for both robust and non-robust
conditions were qualified using
axial-view ICP-OES.

signal-to-background ratio (SBR)
leads to an improvement of the lim-
its of detection (LOD) (6–9). The
axial view does present a higher
matrix effect in the atomization
zone, caused by easily ionized ele-
ments (EIE) (7,5), alkali and alkaline
earth elements (14,10), and several
acids (1,9,11). The matrix effects
are due to different phenomena,
such as a reduction in the aerosol
transport efficiency because of the
change in the aerosol density, an
aerosol ionic redistribution in the

INTRODUCTION

Acids and easily ionized
elements (EIE) play an important
role in atomic spectrometric analy-
sis because they are the most com-
mon matrices in agronomic and
environmental samples analyzed by
inductively coupled plasma optical
emission spectrometry (ICP-OES),
flame atomic absorption spectrome-
try (FAAS), and inductively coupled
plasma mass spectrometry (ICP-MS)
(1). Inorganic and organic acids are
present in the sample solutions
because they are widely used in
sample preparation for plant, soil,
and sediment total digestion (2).
Also, a single reagent or a sequence
of reagents is used in extraction
procedures (3,4). 

With the ICP-OES instrument,
the ion formation in the central
channel of the plasma can be
detected using either the axial or
radial view. The axial view configu-
ration was developed to improve
the observation efficiency of the
central channel, while avoiding the
surrounding intense Ar plasma (5).
Compared to the radial view mode,
the axial view presents an improve-
ment factor in the range of 2 to 3
for several commercially available
ICP-OES instruments (5) because of
the enhancement of the analytical
signal and reduction of the back-
ground signal. The decrease in the

spray chamber, and/or a change in
the ICP atomization and excitation
conditions (9). 

The effect of inorganic acids and
EIE in the ICP are known to cause
signal suppression with increased
acid concentration (12,13). Organic
solvents can produce either
enhancement or suppression of the
signal depending on the type of sol-
vent and the ICP equipment used
(14). 

Matrix effects from major ele-
ments (13,10) and acids (1) present
in the sample solutions can be
minimized by using adequate opera-
tional parameters, such as high
power and low carrier gas, and the
enlargement of the injector’s inter-
nal diameter (15). By minimizing
these matrix effects, the robust
plasma is formed. That is, the tem-
perature and the electron number
density of the plasma are not modi-
fied during the analysis of the sam-
ples with matrices that can cause
interferences (15). However, the
analytical signal can still be affected
by the transport and separation of
the aerosol in the spray chamber
(15,16). In matrix-effect related to
aerosol problems, the elements
seem to have the same behavior,
which simplifies the use of internal
standardization to compensate for
accuracy degradation (17–19). To
estimate whether the plasma is
under robust conditions or not, the
measurement of an ionic line to an
atomic line intensity ratio is used.
This is because the ionic lines are
more sensitive to any change in the
plasma condition than are atomic
lines. Magnesium has been widely
used for this purpose (16,20,21).
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The aim of this work was to
study the influence of some organic
and inorganic acids, used in the
preparation of agronomic and envi-
ronmental samples, on the signal
behavior of the ionic and atomic
lines in the ICP-OES determination
of Cd, Co, Cr, Cu, Mg, Ni, Pb, and
Zn. The interference of inorganic
acids (hydrochloric, nitric, and per-
chloric) was evaluated because
these acids are widely used to
digest plant, soil, sediment, and
several other samples. The effect
created from the organic acids
(tartaric, oxalic, citric, and acetic
acid) on the analytical signal was
investigated because of their impor-
tance in bioavailability studies of
metals present in the soil.

EXPERIMENTAL

Instrumentation

The Optima™ 3000 XL induc-
tively coupled plasma optical emis-
sion spectrometer with axial view
(PerkinElmer Life and Analtyical
Sciences, Shelton, CT, USA),
equipped with a cross-flow nebu-
lizer and a double pass Scott type
spray chamber, was used to mea-
sure the elements. Sample solutions
were propelled to the nebulizer by
a peristaltic pump. 

The instrumental operating para-
meters were changed to attain the
robust conditions (Table I). Table II
lists the lines used to measure Cd,
Co, Cr, Cu, Mg, Ni, Pb, and Zn, the
excitation energy of each line, as
well as the energy sum, defined as
the sum of ionization and excita-
tion energy, for ionic lines. 

For practical measurement of
the Mg(II)/Mg(I) ratio, a factor of
1.7 was used to correct for a differ-
ent wavelength response (20).

Reagents and Standard
Solutions

Purified water (18.2 MΩ cm)
produced using a Milli-Q™ system
(Millipore, Bedford, MA, USA) was

used to prepare the solutions. The
acids used were tartaric (C4H6O6),
oxalic [(COOH)2

.2H2O], citric
(C6H8O7), ascorbic (C6H8O6), 
nitric (HNO3) 65% v/v (d ~ 1.40),
hydrochloric (HCl) 37% v/v (d ~ 1.19),
perchloric (HClO4) 70% v/v (d ~ 1.68),
and acetic 99.7% v/v (d ~ 1.05)
(Merck, Darmstadt, Germany).

Solutions containing 5.0 mg L–1

of Cd, Co, Cr, Cu, Mg, Ni, Pb, and
Zn in water and acids were
prepared from a 1000-mg L–1 multi-
element solution (ICP multi-
element standard solution IV from
Merck).

TABLE I
ICP-OES Instrumental and Operating Parameters Used to Determine

the Matrix Effects of the Organic and Inorganic Acids

Plasma
R.F. Power 1100 – 1500 W
Gas Flows: 

Plasma 15 L min–1

Auxiliary 0.5 L min–1

Nebulizer 0.45 – 1.0 L min–1

Sample Flow Rate 1.0 mL min–1

Injector Tube Diameter 2 mm

Measurements 50 s

TABLE II
Excitation Energy (Eexc) and Sum of Ionization and 
Excitation Energy (Esum) for Atomic and Ionic Lines

Atomic Lines (nm)   Eexc (eV)

Cr I 357.869 3.46
Cu I 324.754 3.82
Co I 340.512 4.07
Mg I 285.213 4.35
Ni I 232.003 5.34
Cd I 228.802 5.42
Pb I 216.999 5.71
Zn I 213.856 5.80 Ionic Lines (nm)    Eexc (eV)   Esum (eV)

Zn II 202.548 6.12 11.91
Mg II 280.270 4.42 12.07
Cr II 267.716 6.15 12.92
Co II 228.616 5.84 13.72
Ni II 231.604 6.39 14.03
Cd II 214.438 5.78 14.77
Pb II 220.353 7.37 14.79

Cu II 224.700 8.24 15.97
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RESULTS AND DISCUSSION 

The ionic [Mg(II) 280-nm] and
atomic line [Mg(I) 285-nm] ratio
intensities were used to determine
the variation of the excitation and
ionization conditions of the plasma
(22,23). The plasma presents local
thermodynamic equilibrium (LTE)
conditions measured by Mg(II)/Mg(I).
For the robust condition, the ratio
values were higher than 8. To
establish the robust condition of
the axial view, ICP-OES was used,
with Mg(II)/Mg(I) ratios measured
by using rf powers of 1100, 1250,
and 1550 W. The results were plot-
ted as a function of the nebulization
flow (Figure 1). For all nebulization
flow rates, the plasma became
more stable with an increase in rf
power. At 1100 W, the robust con-
dition was attained with a nebuliza-
tion flow of 0.50 to 0.65 L/min. For
1250 and 1550 W, stable conditions
were achieved using a nebulization
flow between 0.45 and 0.70 L/min.
For the following experiments,
with robust condition (R), the rf
power and nebulization gas flow
used were 1500 W and 0.65 L/min,
respectively, and for the non-robust
conditions (NR), the parameters
used were 1100 W and 1.0 L/min,
respectively. 

The influences of the organic
and inorganic acid matrices were
determined by measuring the pairs
of ionic and atomic lines for the
elements listed in Table II. The
selection of Cd, Co, Cr, Cu, Mg, Ni,
Pb, and Zn was based on their
importance in agronomic and envi-
ronmental studies. 

The interference of inorganic
acids in the determination of the
chosen elements in robust (R) and
non-robust (NR) conditions is
shown in Figures 2 to 4. Indepen-
dent of the plasma condition, all of
the inorganic acids presented a sig-
nal reduction varying from 10% to
40%, compared with the atomic
and ionic emission of the elements
in water. The matrix effect in the

Fig. 1. Effect of the nebulization flow rate on the Mg II 280-nm/Mg I 285-nm line
intensity ratio for rf power of 1100, 1250, and 1500 W.

Fig. 2. Effect of 5% and 20% (v/v) nitric acid on the intensity of the atomic and
ionic lines as a function of their energy of atomization or sum of the atomization
plus the ionization energy (eV), in robust (R) and non-robust conditions (NR). 
Cr I (3.46 eV), Cu I (3.82 eV), Co I (4.07 eV), Mg I (4.35 eV), Ni I (5.34 eV), 
Cd I (5.42 eV), Pb I (5.71 eV), Zn I (5.80 eV), Zn II (11.91 eV), Mg II (12.07 eV), 
Cr II (12.92 eV), Co II (13.72 eV), Ni II (14.03 eV), Cd II (14.77 eV), Pb II (14.79 eV),
Cu II (15.97).
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Fig. 4. Effect of 5% and 20% (v/v) perchloric acid on the intensity of the atomic and
ionic lines as a function of their energy of atomization or sum of the atomization
plus the ionization energy (eV), in robust (R) and non-robust conditions (NR). 
Cr I (3.46 eV), Cu I (3.82 eV), Co I (4.07 eV), Mg I (4.35  eV), Ni I (5.34 eV), 
Cd I (5.42 eV), Pb I (5.71 eV), Zn I (5.80 eV), Zn II (11.91 eV), Mg II (12.07 eV), 
Cr II (12.92 eV), Co II (13.72 eV), Ni II (14.03 eV), Cd II (14.77 eV), Pb II (14.79 eV),
Cu II (15.97).

Fig. 3. Effect of 5% and 20% (v/v) hydrochloric acid on the intensity of the atomic
and ionic lines as a function of their energy of atomization, or sum of the atomiza-
tion plus the ionization energy (eV), in robust (R) and non-robust conditions (NR). 
Cr I (3.46 eV), Cu I (3.82 eV), Co I (4.07 eV), Mg I (4.35 eV), Ni I (5.34 eV), 
Cd I (5.42 eV), Pb I (5.71 eV), Zn I (5.80 eV), Zn II (11.91 eV), Mg II (12.07 eV), 
Cr II (12.92 eV), Co II (13.72 eV), Ni II (14.03 eV), Cd II (14.77 eV), Pb II (14.79 eV),
Cu II (15.97).

measured lines was higher for nitric
acid. The signal suppression caused
by nitric, hydrochloric, and
perchloric acid was produced by
the alterations in the thermal and
excitation characteristics of the
plasma (1,15,24). The decrease of
the plasma temperature and the
aspiration ratio with the enhance-
ment of the acid concentration was
related to an increase in the liquid
viscosity. In non-robust conditions,
the matrix effects caused by the
acid in the plasma were enhanced.
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Ratios between the ionic and
atomic lines for Cd, Co, Cr, Cu, Mg,
Ni, Pb, and Zn were calculated to
verify the origin of the interferences
in the plasma, induced by inorganic
acids, at 5% and 20% (v/v) for
robust conditions (Figure 5). Varia-
tion from 95% to 105% in these
ratios shows that the emission
reductions produced by these
matrices were similar for ionic and
atomic lines, which indicates that
the sample transport efficiency,
through the introduction system
and the plasma temperature, were
decreased. For Co, Cr, and Cu, the
ionic lines were more affected by
the matrices than the atomic lines;
these elements were also the ones
with higher differences in the exci-
tation energy for the atomic and
ionic lines studied. 

Oxalic, citric, and tartaric acid
interferences in the ionic and
atomic lines, for 1 and 2 mol/L, at
robust (R) and non-robust (NR)
conditions, are shown in Figures 6
to 8. For the organic acids, the sig-

Fig. 6. Effect of 1 and 2 mol/L of oxalic acid on the intensity of the atomic and
ionic lines as a function of their energy of atomization or sum of the atomization
plus the ionization energy (eV), in robust (R) and non-robust conditions (NR). 
Cr I (3.46 eV), Cu I (3.82 eV), Co I (4.07 eV), Mg I (4.35  eV), Ni I (5.34 eV), 
Cd I (5.42 eV), Pb I (5.71 eV), Zn I (5.80 eV), Zn II (11.91 eV), Mg II (12.07 eV), 
Cr II (12.92 eV), Co II (13.72 eV), Ni II (14.03 eV), Cd II (14.77 eV), Pb II (14.79 eV),
Cu II (15.97).

Fig. 5. Ionic and atomic emission signal ratio for Cr II/Cr I, Cu II/Cu I, Co II/Co I, Mg II/Mg I, Ni II/Ni I, Cd II/Cd I, Pb II/Pb I
and Zn II/Zn I when analyzing 5% and 20% nitric (HNO3), hydrochloric (HCl), and perchloric acid (HClO4) matrices in robust
conditions.
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Fig. 7. Effect of 1 mol/L of acetic acid on the intensity of the atomic and ionic lines
as a function of their energy of atomization or sum of the atomization plus the
ionization energy (eV), in robust (R) and non-robust conditions (NR). 
Cr I (3.46 eV), Cu I (3.82 eV), Co I (4.07 eV), Mg I (4.35  eV), Ni I (5.34 eV), 
Cd I (5.42 eV), Pb I (5.71 eV), Zn I (5.80 eV), Zn II (11.91 eV), Mg II (12.07 eV), 
Cr II (12.92 eV), Co II (13.72 eV), Ni II (14.03 eV), Cd II (14.77 eV), Pb II (14.79 eV),
Cu II (15.97).

Fig. 8. Effect of 1 and 2 mol/L of citric acid on the intensity of the atomic and ionic
lines as a function of their energy of atomization or sum of the atomization plus
the ionization energy (eV), in robust (R) and non-robust conditions (NR). 
Cr I (3.46 eV), Cu I (3.82 eV), Co I (4.07 eV), Mg I (4.35  eV), Ni I (5.34 eV), 
Cd I (5.42 eV), Pb I (5.71 eV), Zn I (5.80 eV), Zn II (11.91 eV), Mg II (12.07 eV), 
Cr II (12.92 eV), Co II (13.72 eV), Ni II (14.03 eV), Cd II (14.77 eV), Pb II (14.79 eV),
Cu II (15.97).

nal intensities for the chosen ele-
ments were decreased or increased
depending on the choice and con-
centration of acid. The 2 mol/L
acetic acid solution could not be
measured (Figure 7), because at
this concentration the plasma was
extinguished due to the unstable
condition created.

In robust conditions, 1 mol/L
acetic and oxalic acid produced an
increase on the emission signal of
the Cd, Co, Cr, Cu, Mg, Ni, Pb, and
Zn atomic and ionic lines (Figures 6
and 7). An exception was detected
for the Zn atomic line (213.856 nm,
excitation energy 5.8 eV) in oxalic
acid, which showed a signal reduc-
tion of 7%. However, the emission
signals were found to decrease with
higher concentrations of oxalic acid.

The Cd(II) 214.438 nm (14.77
eV), Cr(II) 267.716 nm (12.92 eV),
Mg(II) 280.270 nm (12.70 eV),
Pb(II) 280.270 nm (14.79 eV), and
Zn(II) 202.548 nm (11.91 eV) ionic
line emissions were higher than the
atomic lines for the oxalic and
acetic acid analyses. Consequently,
for these elements the ratios
between the ionic and atomic lines
(Figure 10) were higher than 100%,
indicating that these acids were
able to increase the thermal charac-
teristics of the plasma and decrease
the size of drop in the primary
aerosol. 

The introduction of citric and
tartaric acid, at 1 and 2 mol/L, with
robust plasma conditions decreased
the emission signal for the ionic
and atomic lines by 20% to 50%
(Figures 8 and 9). For these matri-
ces, the depreciation effect was
higher for the Cr(I) 357.869 nm
(3.46 eV), Mg(I) 285.213 nm (4.35
eV), Ni(I) 232.003 nm (5.34 eV),
Cd(I) 228.802 nm (5.42 eV), Pb(I)
216.999 nm (5.71 eV), and Zn(I)
213.856 nm (5.80 eV) atomic lines,
and also for the Co(II) 228.616 nm
(13.72 eV) and Cu(II) 224.700 nm
(15.97 eV) ionic lines. The decrease
in the emission signal for the above
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Fig. 9. Effect of 1 and 2 mol/L of tartaric acid on the intensity of the atomic and
ionic lines as a function of their energy of atomization or sum of the atomization
plus the ionization energy (eV), in robust (R) and non-robust conditions (NR). 
Cr I (3.46 eV), Cu I (3.82 eV), Co I (4.07 eV), Mg I (4.35  eV), Ni I (5.34 eV), 
Cd I (5.42 eV), Pb I (5.71 eV), Zn I (5.80 eV), Zn II (11.91 eV), Mg II (12.07 eV), 
Cr II (12.92 eV), Co II (13.72 eV), Ni II (14.03 eV), Cd II (14.77 eV), Pb II (14.79 eV),
Cu II (15.97).

Fig. 10. Ionic and atomic emission signal ratio for Cr II/Cr I, Cu II/Cu I, Co II/Co I, Mg II/Mg I, Ni II/Ni I, Cd II/Cd I, Pb II/Pb I
and Zn II/Zn I when analyzing 1 and 2 mol/L of tartaric, citric, oxalic and acetic acid in robust conditions.

lines and the atomic-to-ionic lines
ratios (Figure 10) indicates that the
nebulization system efficiency was
diminished with the introduction of
these matrices in comparison to
water nebulization.

CONCLUSION 

Matrix interferences in ICP-OES
measurement are more significant
in non-optimized operating condi-
tions. 

Robust conditions of the ICP-
OES are not sufficient to suppress
the matrix effects of nitric,
hydrochloric, perchloric, citric, tar-
taric, oxalic, and acetic acid in the
plasma.  Nitric, hydrochloric, per-
chloric, citric, and tartaric acid
decreases the analytical signal pro-
duced by the inefficient aerosol
production, and diminishes the
temperature of the plasma. How-
ever, use of acetic and oxalic acid
increases the emission signals of
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the ionic and atomic lines, and also
increases the ratio between the
lines. These matrices enhance the
thermal characteristics of the
plasma and diminish the size of
drops in the primary aerosol. 
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ABSTRACT

Conventional solid sample
pre-treatments for metals deter-
mination by spectroscopy meth-
ods involve several disadvantages.
To overcome these limitations,
an alternative sample pre-treat-
ment such as slurry sampling is
being proposed. A critical study
of the use of aqueous and acidi-
fied slurry sampling techniques
was carried out for the direct
determination of As, Sb, and Sn
in local urban dust samples and a
standard reference material, NIST
SRM 1649a Urban Dust, by
hydride generation coupled with
electrothermal atomic absorption
spectrometry.  The values deter-
mined were compared with the
certified values of the NIST sam-
ple. The values obtained from
local urban dust samples were
compared with the values achieved
by a conventional method based
on an acid digestion followed by
ICP-MS determination. 

The influence of mean parti-
cle size, chemical composition,
and analyte oxidation state were
also studied. The recoveries
using aqueous slurry sampling for
NIST SRM 1649a Urban Dust
were 83% and 110% for As and
Sn, respectively; however, low
recovery (22%) was achieved for
Sb. On the other hand, the recov-
eries using acidified slurry sam-
pling of NIST SRM 1649a were
close to 100% for the hydride-
forming elements. The recoveries
obtained using aqueous and acid-
ified slurry sampling of the local
urban dust samples ranged from
29–41 % for As, 32–66 % for Sb,
and 76–81% for Sn from aqueous
slurries, and 90–100 % for all tar-
get metals from acidified slurries. 

INTRODUCTION 

During the last few decades,
human activities have introduced
significant amounts of heavy metals
into the environment. Anthro-
pogenic emission of metals such as
As, Sb, and Sn are higher than by
natural occurrence. These metals
are released into the atmosphere
from the smelting of metals, com-
bustion of coal and fossil fuels, use
of pesticides, and as a consequence
of several industrial processes (1).
They are transported into the
atmosphere over long distances and
then accumulate in soil, plants,
mosses, etc. Coal ashes are also a
significant source of metals which
leach into waters or the soil. Differ-
ent international bodies and gov-
ernments have regulated some
pollutant levels to protect human
health. For instance, for air quality,
the European Commission Direc-
tive 2004/107/EC (2) fixed an
annual target value of 6 ng m–3 for
As.

The most widely used methods
for determining the As, Sb, and Sn
content of particulate matter and
urban dust are based on the
hydride generation technique fol-
lowed by analysis with atomic
absorption (3–4), atomic emission
(5–7), or atomic fluorescence spec-
trometry (8–10). Simplicity, high
sensitivity, and relative freedom
from interferences are the main
advantages of this approach.

Although hydride techniques are
convenient for measuring gas phase
hydride-forming elements, the sam-
ples must first be digested to
reduce the elements and then aer-
ated to liberate the hydrides into
the gas phase. Solid samples are
subsequently digested in an acid
mixture by mechanical agitation,
ultrasonic or microwave treatment,
followed by hydride generation
coupled to spectrometric analysis.
The major disadvantages of these
conventional pre-treatments are
that they involve several sample
handling steps which require ultra-
clean sampling techniques and
clean room facilities to avoid conta-
mination. Moreover, it is a very
tedious and time-consuming
process. In addition, these proce-
dures use toxic acids at high con-
centrations during the sample
pre-treatment which are not envi-
ronmentally friendly. 

To overcome these limitations,
alternative sample pre-treatments
have been proposed, including
direct hydride generation from
solid particles of several slurried
samples such as marine sediment,
soil, coal, coal fly ash, pigments,
and powdered food samples (11).
The avoidance of sample acid
extraction procedures is the main
advantage of these procedures. By
using the slurry approach, sample
pretreatment time is highly mini-
mized. In addition, the possibility
for analyte loss and sample contam-
ination is reduced.

The aim of this work was to
study the possibility of using direct
hydride generation for aqueous and
acidified slurries of a standard refer-
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ence material NIST SRM 1649a
Urban Dust and urban dust samples
collected in the areas of A Coruña
(NW Spain). The values obtained
by the slurry approach were com-
pared with the certified or indica-
tive values. The differences in the
results are due to the chemical
composition and the mean particle
size of samples. Element  determi-
nation and X-ray diffractometry
(XRD) were used for chemical com-
position analysis of both samples
(urban dust reference material and
local urban dust samples). The tar-
get analytes As, Sb, and Sn were
measured by hydride generation
coupled to electrothermal atomic
absorption spectrometry (HG-
ETAAS) and using Ir-treated
graphite tubes.

EXPERIMENTAL

Instrumentation

A Model AAnalyst™ 800 atomic
absorption spectrometer
(PerkinElmer Life and Analytical
Sciences, Shelton, CT, USA),
equipped with electrodeless dis-
charge lamps (EDL System 2), was
used to determine arsenic,
antimony, and tin. The operating
conditions are listed in Table I. A
Model MHS-10 hydride generation
system (PerkinElmer) was used for
hydride generation. Pyrolytically
coated graphite tubes (THGATM

graphite tubes, PerkinElmer) with
Ir-treated pyrolytic platforms were
used. An integrated absorbance sig-
nal was used throughout.  

Reagents and Standard
Solutions

All solutions were prepared from
analytical reagent grade chemicals
using ultra-pure water with a resis-
tivity of 18 MΩ cm–1, obtained from
a Milli-Q™ water purification sys-
tem (Millipore, Bedford, MA, USA).
Arsenic, antimony, and tin stock
standard solutions, 1000 mg/L
(Panreac, Barcelona, Spain) were
used. Potassium iodide (Merck,

Darmstadt, Germany) was used for
Sb pre-reduction. Sodium tetrahy-
droborate (Aldrich, Milwaukee, WI,
USA), dissolved in 0.5% (w/v) of
sodium hydroxide (Panreac), was
used as the reducing solution. This
solution was prepared daily and
filtered before use. Diluted
hydrochloric acid solution (6.0 M)
was prepared from hydrochloric
acid solution, 37% (Panreac). Nitric
acid 69–70% (Baker, Phillipsburg,
PA, USA), hydrofluoric acid 48–51%
(Baker), and perchloric acid
69–72% (Baker) were used for acid
digestion. SRM 1649a Urban Dust
reference material was obtained
from the National Institute of Stan-
dards and Technology (Gaithers-
burg, MD, USA). Argon C-45 purity

(99.995%) (Carburos Metálicos,
Barcelona, Spain) was used as the
purge gas.

Local Urban Dust Sample Col-
lection and Preparation

Dust samples were collected in
an urban (latitude 43°22’02’’N,
longitude 8°25’10’’W) and subur-
ban (latitude 43°12’00’’N, longitude
8°10’12’’W) area of A Coruña city
(NW Spain) using a filter bag and a
vacuum cleaner. The material was
removed from the filter bag and
then passed through a 200-mesh
sieve to remove bag fibers and
other extraneous materials. The
sieved material was then
thoroughly mixed and bottled.

TABLE I
Optimum Spectrometer, Hydride Generation, Trapping and 

Atomization Conditions for Direct As, Sb, and Sn Determination
From Aqueous and Acidified Slurries by HG-ETAAS

Spectrometer Operating Conditions
Wavelength (nm)       Slit Width (nm) Lamp Current (mA)

As 193.7 0.7 380
Sb 217.6 0.2 410

Sn 286.3 0.7 325

Hydride Generation Conditions
HCl          NaBH4 Reaction Volume      Ar Flow Rate

(mol/L)       (% w/v) (mL) (mL/min)
As 0.5 1.0 5.0 50
Sb 1.0 1.0 5.0 50

Sn 0.5 1.0 5.0 50

Trapping and Atomization Conditions
Step                    Temp. Ramp             Hold Ar Flow Rate

(°C) (s) (s) (mL/min)
As Collection 800 1 30 250

Atomization 2000 0 3 0 (read)
Cleaning 2300 1 3 250

Sb Collection 500 1 30 250
Atomization 1900 0 5 0 (read)
Cleaning 2300 1 3 250

Sn Collection 1000 1 30 250
Atomization 2000 0 3 125 (read)

Cleaning 2300 1 3 250
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Aqueous and Acidified Slurry
Preparation

A 0.2500-g portion of each sam-
ple and appropriate volumes of
glycerol were diluted to 25 mL with
Milli-Q water for preparation of the
aqueous slurry. The glycerol con-
centration, after diluting to 25 mL,
was 0.2% (v/v). This concentration
allows an adequate stability of the
slurry. 

A 0.2500-g portion of each sam-
ple was mixed with adequate HNO3

volumes to reach a concentration
of 4.0 M after dilution to 25 mL for
preparation of the acidified slurry. 

The aqueous and acidified slur-
ries were kept in polyethylene vials
at 4 °C. A 1:10 dilution of these
slurries was required for As deter-
mination due to the high sensitivity
of the proposed method and the
relatively high As concentration in
the NIST SRM 1649a samples.

Procedure for Slurry Measure-
ments by HG-ETAAS

Hydride generation was
produced in a 100-mL reaction ves-
sel. Different aqueous or acidified
slurry volumes were introduced
into the reaction vessels with ade-
quate volumes of hydrochloric acid
(6.0 M) and then diluted to 5.0 mL
with Milli-Q water (Table I). The tip
of the quartz capillary tube from
the outlet of the batch hydride gen-
eration system was inserted into
the center of the graphite tube.
PerkinElmer software (WinLab32™
for AA) was used for automated
hydride trapping into the Ir-treated
graphite tubes. The hydride gener-
ated by the addition of sodium

tetrahydroborate was then carried
by the purge gas flow to the
furnace where it was sequestered
onto the heated Ir-treated graphite
tube. Then, the quartz capillary
moves out of the graphite tube.
The trapped analyte was atomized
during 3.0 seconds for As and Sn
determination and  5.0 seconds for
Sb determination using maximum
heating power. Internal gas stop for
all hydride elements was studied
except for Sn when the NIST sam-
ples were     analyzed. An Ar flow
rate of        125 mL min–1 was nec-
essary during atomization for the Sn
determination in the NIST samples
due to the high tin content. The
optimum vapor generation, trap-
ping, and atomization conditions
obtained for each species are listed
in Table I. 

Procedure for HG-ETAAS Analy-
sis of Local Urban Dust Acid
Digests  

A 0.2500-g portion of the local
urban dust samples was digested
after validating the method (by ana-
lyzing the NIST 1649a Urban Dust
reference material) as described by
Querol et al. (12). Urban dust acid
extracts were analyzed by HG-
ETAAS using the conditions listed
in Table I.

Optimization of  Hydride Gen-
eration and ETAAS Detection
Conditions

Different experiments were car-
ried out to establish the optimum
conditions for hydride generation
and hydride adsorption onto the Ir-
treated graphite tubes from aque-
ous and acidified slurries of SRM

1649a Urban Dust standard refer-
ence material. The influence of vari-
ous hydrochloric acid and sodium
tetrahydroborate concentrations on
the efficiency of hydride generation
was studied in the range of
0.25–1.5 M and 0.5–2.0% (m/v),
respectively. The variables of trap-
ping temperature, atomization tem-
perature, trapping time, and Ar
flow rate were also optimized. The
studied ranges were 25–1000 °C,
1800–2500 °C, 10–60 s, and 
20–60 mL min–1 for trapping tem-
perature, atomization temperature,
trapping time, and Ar flow rate,
respectively. The optimum values
obtained for the studied factors are
listed in Table I. 

Features of the Methods

Table II shows the calibration
and addition equations obtained for
several metals studied. Slurry por-
tions were spiked with 0.1, 0.2, and
0.4 µg L–1 of As(III), or with 0.25,
0.5, and 1.0 µg L–1 of Sb(III), or
with 2.0, 4.0, and 6.0 µg L–1 of Sn
for As, Sb, and Sn determination,
respectively. As we can see, for
each analyte the slopes of the cali-
bration and standard addition
graphs are not statistically similar (t-
test for a confidence level of
95.0%). Therefore, matrix effect is
important and the standard addi-
tion method must be used. The
detection and quantification limits,
defined as 3Sd/m and 10Sd/m,
respectively; where Sd is the stan-
dard deviation of 11 measurements
of a blank and m is the slope of the
addition graphs, are also listed in
Table II. The within-batch precision
(relative standard deviation of 11

TABLE II
Features of the Determination Methods 

Calibration Addition Addition                         LOD LOQ 
NIST SRM 1649a Local Urban Dust (µg g–1) (µg g–1)

As QA=0.069+0.528[As] QA=0.178+0.460[As] QA=0.192+0.752[As] 3.5 12.0

Sb QA=0.034+0.243[Sb] QA=0.115+0.214[Sb] QA=0.142+0.336[Sb] 0.3 0.8

Sn QA=0.120+0.030[Sn] QA=0.241+0.022[Sn] QA=0.194+4 10-3[Sn] 2.0 6.5
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the pentavalent oxidation state
(13). On the other hand, the high
affinity between Sb and the matrix
sample could also explain the low
Sb hydride generation efficiency. 

A study of the influence of the
oxidation state on the antimony
hydride generation was carried out.
The optimized procedure described
in the Procedure section was modi-
fied as follows: Several potassium
iodide concentrations in the range
of 0.05 to 0.1 M were mixed into
the reaction vessel with the slurry
sample and hydrochloric acid
before adding the sodium tetrahy-
droborate. Thus, Sb(V) is reduced
to Sb(III) by the potassium iodide
in an acid medium and the hydride
is generated from the trivalent oxi-
dation state by the reaction with
sodium tetrahydroborate. The

replicate measurements at different
concentration levels) obtained for
the different hydride generation
procedures  were good; the RSD
(%) was lower than 7.5% for all con-
centrations  studied.

RESULTS AND DISCUSSION

Table III lists the As, Sb, and Sn
concentrations in NIST SRM 1649a
Urban Dust using aqueous and acid-
ified slurries, expressed as  

t(0.05, 10) Sd
x  ±

√n
where x and Sd are the mean and
the standard deviation for n = 11
measurements; t(0.05,10) is the Stu-
dent’s t-test for n – 1 = 10 degrees
of freedom and at a confidence
level of 95% [t(0.05,10) = 2.23]. 
Table IV also lists the As, Sb, and Sn
concentrations in the dust samples
collected from urban and suburban
areas of A Coriña, NW Spain,
expressed as discussed above. 

Aqueous Slurries of NIST SRM
1649a and Local Urban Dust 

Good recoveries (83–110%), rel-
ative to the certified values of NIST
SRM 1649a Urban Dust, for As and
Sn were obtained when aqueous
slurries were used (Table III). By
using the conditions described in
the Procedure section, As and Sn
could easily pass from the particles
to the liquid media and react with
sodium tetrahydroborate. Thus,
direct As and Sn hydride generation
from the aqueous slurries of the
NIST sample (without acid pre-
treatment) is a viable approach. 

Low recovery (22%) was
achieved for Sb from NIST SRM
1649a using aqueous slurry
sampling. The pentavalent oxida-
tion state of Sb is the predominant
antimony species in the
atmospheric particulate (8). Thus,
the low recovery percentages could
be due to the poor hydride genera-
tion efficiency obtained when the
antimony hydride is generated from

results obtained using this modified
procedure offer similar recoveries
and we can conclude that Sb is
strongly bonded to the matrix sam-
ple. Thus, the antimony content in
solid particles cannot pass to the
liquid media using the proposed
conditions. 

As can be seen in Table IV, low
recoveries were obtained for As
(29–41%), Sb (32–66%), and Sn
(76–81%) from the aqueous slurry
of the local urban dust samples.
The reference values used to
achieved those recoveries are the
As, Sb and Sn concentrations
obtained by ICP-MS after acid diges-
tion (Table IV). The low recovery
percentages found in these samples
could be a consequence of a differ-
ent chemical composition and/or of
a different mean particle size  in
comparison to the NIST sample. 

TABLE III
Analysis of NIST SRM 1649a Urban Dust

Using Aqueous and Acidified Slurries (N = 11)

Certified Value (µg g–1) Found Value  (µg g–1)
Aqueous Slurry     Acidified Slurry

As 67 ± 2 53 ± 2 70 ± 3
Sb 29.9 ± 0.7 6.6 ± 0.6 28.3 ± 1

Sn 56 ± 13 62 ± 5 63 ± 3

TABLE IV
Analysis of Local Urban Dust Samples Using Aqueous and Acidified
Slurries (Slurries prepared from non-pulverized samples, N =11.)

Acid Digestion-ICP-MSa Local Urban Dust (µg g–1)
(µg g–1)             Aqueous Slurry Acidified Slurry

As 12.5 ± 0.6 5.1 ± 0.2 11.7 ± 0.2

Sb 10.7 ± 0.4 7.1 ± 0.3 9.9 ± 0.2

Sn 16.6 ± 0.3 13.4 ± 0.5 17.2 ± 0.5

Acid Digestion-ICP-MSa Local Sub-urban Dust (µg g–1)
(µg g–1)  Aqueous Slurry Acidified Slurry

As 9.7 ± 0.2 2.8 ± 0.1b 9.0 ± 0.3

Sb 10.4 ± 0.3 3.3 ± 0.2c 9.5 ± 0.4

Sn 20.1 ± 0.4 15.2 ± 0.6d 20.5 ± 0.5

a According to procedure described in Reference 12.
b 6.3 ± 0.2 µg g–1 for pulverized sample.
c 5.2 ± 0.2 µg g–1 for pulverized sample.
d 17.1 ± 0.4 µg g–1 for pulverized sample.
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Complementary analysis was car-
ried out to establish the chemical
composition of NIST SRM 1649a
and the local urban dust samples.
Chemical composition was
performed by element analysis
(Carlo-Erba CHNS-O EA 1108,
Milan, Italy) and X-ray diffraction
(Siemens D5000 diffractometer,
Karlsruhe, Germany). The differ-
ences in chemical composition of
these matrices could explain the
low hydride generation efficiency
obtained when aqueous slurries of
the local urban dust samples were
analyzed.

From the elemental analysis data
(Table V) we can conclude that N,
C, H, and S percentages are lower
in the local urban and suburban
dust samples than in the NIST refer-
ence material. The low carbon per-
centage in the local urban dust
samples could explain the poor
hydride generation efficiency as
compounds, minerals, and particles
containing carbon are easily
digested using the hydrochloric
acid concentration required to gen-
erate the hydride. Thus, metals pass
to the liquid media and react with
sodium tetrahydroborate. In addi-
tion, the high specific surface area
of the carbon particles allows for
excellent contact with hydrochlo-
ric acid and sodium tetrahydrobo-
rate solutions.

In Figure 1 (a–c) we have XRD
patterns that are the average of
NIST SRM 1649a and of the local
urban and sub-urban dust samples.
X-ray diffraction was performed
using an incidence beam angle of
0.2° and 2θ scans with a 0.010°
step and of 10 s duration. In these
XRD patterns, there are characeris-
tic peaks of the compounds. The
NIST SRM 1649a (Figure 1a) con-
tained quartz and gypsum, includ-
ing other compounds at low
proportions such as albite and
microcline. The XRD patterns for
both local dust samples (Figure 1b
and Figure 1c) are very similar and
showed quartz at a high proportion,

while albite, microcline, calcite,
dolomite, and orthoclase are pre-
sent at a low proportion. As is illus-
trated, these XRD patterns present
several differences  between the
local dust samples and the NIST
SRM 1649a sample. Firstly, gypsum
was not identified in either of the
local dust samples. Secondly, cal-
cite and dolomite were not found
in NIST SRM 1649a. Thirdly, both
local dust samples showed two
unknown peaks close to the high-

est quartz peak intensity. The differ-
ences in the chemical composition
of the local urban and sub-urban
dust samples could explain the low
recoveries achieved when the aque-
ous slurries  of these samples were
analyzed. 

In addition, differences in mean
particle size were found. A Laser
Coulter Series LS200 Fraunhofer
optical model particle sizer with an
LS-variable speed fluid module

TABLE V
Elemental Analysis Expressed as %  (N=4)

NIST SRM 1649a      Local Suburban Local Urban 
Urban Dust Dust Sample Dust Sample

% N 2.8 ± 0.02 0.25 ± 0.01 0.10 ± 0.01
% C 18 ± 0.01 5.14 ± 0.3 2.56 ± 0.03
% H 2.3 ± 0.05 0.97 ± 0.02 0.39 ± 0.02

% S 3.3 ± 0.03 0.08 ±0.002 0.18 ± 0.02

Fig. 1 (a–c). X-ray diffraction (XRD) patterns of (a) NIST 1649a, (b) local urban
dust sample, and (c) local sub-urban dust sample: Quartz ( □ ), gypsum (     ), 
albite ( s ), microcline ( ● ), calcite ( + ), dolomite ( x ), orthoclase ( ∆ ), and 
unknown peak ( * ).
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(Coulter Electronics, Hialeah, FL,
USA) was used to obtain particle-
size distributions. The mean parti-
cle size of the NIST SRM 1649a is
around 40 µm. The mean particle
size of the local urban dust samples
is around 180 µm. Mean particle
size determines the hydride genera-
tion efficiency from aqueous slur-
ries. Hydrochloric acid and sodium
tetrahydroborate solutions cannot
react with the analytes in the solid
particles. Therefore, low hydride
generation efficiencies were
obtained from the metals trapped
in the large solid particles of the
local urban dust samples. On the
other hand, there was good hydride
generation efficiency for the NIST
reference material because the
sample consists of small particles 
(< 40 µm). Therefore, the trace ele-
ments As, Sb, and Sn could easily
pass to the liquid phase and gener-
ate hydrides under conventional
hydride generation conditions. 

A study on the influence of parti-
cle size on hydride generation from
aqueous urban dust slurries was
carried out. Slurries were prepared
by pulverizing a local dust sample
in a vibrating ball mill. Different
pulverization times (15 and 30 min-
utes) were investigated. From the
pulverized samples, aqueous slurry
samples were prepared. The mean
particle size (measured by laser dif-
fraction) and the As, Sb, and Sn
concentrations corresponding to
the two pulverization times were
measured. The results showed that
a pulverization time of 15 minutes
is required to achieve a mean parti-
cle size lower than 40 µm. The
recoveries for As, Sb, and Sn were
65, 50, and 85%, respectively, for
the pulverized local urban dust slur-
ries.

Fig. 1 (b). See previous page for caption.

Fig. 1 (c). See previous page for caption.
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Acidified Slurries of NIST SRM
1649a and Local Urban Dust
Samples

The values obtained  using acidi-
fied slurries of NIST SRM 1649a
(mean particle size 40 µm) and pul-
verized local urban dust samples
(mean particle size 180 µm) were
close to 100% for the target metals.
The acid medium improves the
mobilization of the analytes from
the solid particles into the liquid
media, which results in a significant
improvement in the accuracy of the
methods. When acidified slurries
are used, the differences in chemi-
cal composition of the sample and
mean particle size do not play an
important role in the hydride gener-
ation efficiency. On the other hand,
the recoveries achieved when using
the acid liquid phase (obtained
after acid slurry centrifugation)
were lower (around 80%) than
those obtained for acidified slurry
samples. Thus, we can say that
hydride generation occurs from the
metal extracted into the acid solu-
tion and from the solid particle. As
can be seen, the use of acids
increases the hydride generation
efficiency from solid particles. This
procedure uses small volumes of
acids at low concentrations 
(4.0 M) and can, therefore, be con-
sidered an environmentally friendly
approach. 

CONCLUSION

The acidified slurries of NIST
SRM 1649a Urban Dust standard
reference material and local urban
dust samples allow the As, Sb, and
Sn determination by hydride gener-
ation coupled to electrothermal
atomic absorption spectrometry.
Sample pre-treatment such as acid
extraction is eliminated and the
time required for pre-treating the
samples is highly minimized. In
addition, analyte loss and sample
contamination is removed. Diluted
nitric acid concentrations were
used, even for acidified slurries,

which implies an important reduc-
tion in waste. The overall proce-
dure can be considered an
environmental friendly process. 

Chemical composition and mean
particle size of the samples deter-
mine the accuracy of the results.
For samples with a high mean parti-
cle size and low gypsum and low
carbon content (in local urban dust
samples around 180 µm), a pulver-
ization sample step is required to
achieve mean particle sizes lower
than 40 µm. In addition, the use of
acidified slurries is necessary to
achieve accurate results. However,
the use of aqueous slurries is
enough to obtain accurate results
for samples with a low particle size
and high carbon content when As
and Sn are determined.
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ABSTRACT

A method for antimony deter-
mination in mussel tissue by
ETAAS, using palladium-magne-
sium nitrate as a chemical modi-
fier, was optimized. Before
spectrometric analysis, the sam-
ples were mineralized by
microwave heating using a mix-
ture of nitric and sulfuric acid as
the digesting agents. The opti-
mum pyrolysis and atomization
temperatures were 1100 and
1800 ºC, respectively. The
method was precise (with %RSD
<10%), accurate (with recoveries
between 90–104%), and sensi-
tive (LOD 0.02 µg g–1). The
method was applied to the deter-
mination of antimony in culti-
vated mussel samples from the
Ría de Arousa, an estuary situ-
ated in Galicia (NW Spain). 

INTRODUCTION

It has been demonstrated that
antimony is a valuable tracer of
anthropogenic impact on the envi-
ronment (1). This element has low
concentrations in the earth’s crust 
(0.2–1.0 µg g–1) and anthropogenic
inputs may be easily evaluated.
Up to 18,000 T Sb per year are esti-
mated to enter the aquatic ecosys-
tems. The occurrence of antimony
pollution has been attributed to
coal and fuel combustion, the pro-
duction of alloys, and a large num-
ber of other industrial processes
(manufacture of semiconductors,
batteries, arms and bullets, cable
sheathing, paints, flame retardants,
chemicals, ceramics, etc.). Despite
the clear impact of antimony on the
environment, few studies have
focused on measuring antimony in
marine life (2 ). 

The effects of heavy metals on
marine life are very complex. These
elements tend to concentrate in
aquatic sediment and biota and are
therefore present in the aquatic
food chain, possibly also becoming
a danger for human health. Shell-
fish, particularly mussels, accumu-
late metals from their aqueous
environment, acting as pollution
indicators. For this reason, it is
absolutely necessary to set up a reli-
able analytical method for element
determination in mussels (3 ).
Moreover, antimony may be bound
to organic compounds, and there-
fore a correct sample mineraliza-
tion must be able to be carried out
in order to obtain results with good
precision and accuracy.

antimony distribution patterns in
the Mytillus edulis cytosols using
size-exclusion chromatography as
the separation technique (13).
Recently, antimony was determined
in biological samples using axial
inductively coupled plasma time-of-
flight mass spectrometry (ICP-TOFMS)
with ultrasonic nebulization after
flow injection (FI) on-line sorption/
preconcentration in a knotted reac-
tor (KR) with ammonium pyrroli-
dine-dithiocarbamate (APDC) as the
complexant agent (14). 

Hydride generation coupled to
atomic absorption spectrometry
(HGAAS) has been used to deter-
mine antimony in biological materi-
als (15,16) and preconcentration of
antimony hydride in a graphite fur-
nace followed by atomization has
been developed as another method
to determine antimony (17,18). All
these methods give low detection
limits but have several drawbacks:
ICP-based methods are expensive
for routine analysis and hydride
generation may not give 100%
recovery when non-hydride-form-
ing species are present in the sam-
ple, in addition to being a labor-
intensive process. Electrothermal
atomic absorption spectroscopy
(ETAAS) is a widely used analytical
tool for the determination of many
trace metals in a wide variety of
sample matrices. The sample
matrix has a pronounced effect on
the absorbance signal observed for
a particular element. These effects
often lead to systematic errors
when determining metals in com-
plex organic matrices and are the
result of substances not fully
volatilized prior to atomization of
the metal. Therefore, optimization
of the instrumental conditions is a

Nash et al. (4) wrote a critical
review about methodologies for the
determination of antimony in ter-
restrial environmental samples.
Antimony determination in biologi-
cal samples is often carried out
using mixtures of oxidizing acids
(sulfuric acid, nitric acid, perchloric
acid) plus hydrogen peroxide to
decompose matrices with high
organic content, and using closed-
vessel microwave (MW) heating to
prevent Sb volatilization at high
temperatures. Digestion prior to
hydride generation coupled to
inductively coupled plasma optical
emission spectrometry (HG-ICP-
OES) is commonly used (5–9 )
when analyzing biological materi-
als, but inductively coupled plasma
mass spectrometry (ICP-MS)
(10–12) has less interferences and
offers more sensitivity. Double-
focusing ICP-MS was used to study
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prerequisite for the development of
an environmental analytical proto-
col using ETAAS. Koch et al. (19)
carried out a simplex optimization
of the instrumental conditions
using a Placket–Burman method for
the ETAAS determination of anti-
mony in environmental samples.
Tsalev et al. (20) studied the ther-
mal stabilization of several volatile
elements (including Sb) using
mixed modifiers such as palladium-
tungsten and Borba da Silva et al.
(21) studied the influence of per-
manent modifiers (iridium and
rhodium) in the antimony determi-
nation. 

The purpose of this study was to
determine antimony in digested
mussel samples by electrothermal
atomic absorption spectrometry
using palladium-magnesium nitrate
as the modifier. Moreover, antimony
concentrations in mussels from the
Ría of Arousa, one of the more pro-
ductive aquaculture sites in Europe,
are reported in this work. 

EXPERIMENTAL

Instrumentation

A freeze-dry system from
Labconco (Kansas City, MO, USA)
was used to obtain lyophilized mus-
sel samples. These samples were
pulverized using a vibrating zircon
ball mill (Retsch, Haan, Germany),
equipped (with zircon cups (15 mL
in size) and zircon beads (7 mm
diameter).)

Sample digestion was performed
using an Ethos Plus High
Performance microwave station
(Milestone, Bergamo, Italy).

Measurements were performed
on a PerkinElmer® Model 1100B
atomic absorption spectrometer,
equipped with HGA®-700 graphite
furnace atomizer, an AS-70 auto-
sampler and deuterium background
correction (PerkinElmer Life and
Analytical Sciences, Shelton, CT,
USA). The source of radiation was a
hollow cathode lamp operating at

39 mA, with a spectral bandwidth
of 0.2 nm and a wavelength of
217.6 nm. Pyrolytically coated
graphite tubes with L´vov
platforms were used. The total
injected sample volume was 60 µL
(2 injections of 30 µL). The
graphite furnace program is listed
in Table I. 

Reagents and Standard
Solutions

A stock standard solution of Sb
(1000.065 µg mL–1) was prepared
by dissolving 0.2166 g of
K[Sb(OH)6] (99.99%, Aldrich Chem-
ical, Milwaukee, WI, USA) in ultra-
pure water and diluting to 100 mL.

69% nitric acid (TMA) and 96%
sulfuric acid from Panreac SA
(Barcelona, Spain) were used to
perform the MW digestions.

Magnesium nitrate, Suprapur®
(Merck, Darmstadt, Germany), was
used to prepare the graphite fur-
nace modifier. The palladium solu-
tion was prepared by dissolving
300 mg of palladium (99.999%)
(Aldrich, Milwaukee, WI, USA) in
1 mL concentrated nitric acid and
diluting to 100 mL with ultrapure
water. If dissolution was
incomplete, 10 µL of AnalR® 35%
hydrochloric acid (BDH, Poole, UK)
was added to the cold nitric acid.
This solution was heated to gentle
boiling in order to volatilize excess
chloride.

Argon N50 (99.999% purity) was
used as a sheath gas for the atom-
izer and to purge internally.

Ultrapure water, resistivity
18 MΩ cm, was obtained from a
Milli-Q™ water purification system
(Millipore, Bedford, MA, USA). All
glassware was washed and kept in
10% (v/v) nitric acid for at least 48
hours, then rinsed three times with
ultrapure water before use.

Procedure 

Fresh cultivated mussel samples
(Mytillus galloprovincialis) were
collected at different sampling
points from Ría de Arousa (Galicia,
NW Spain) from mussel rafts (Fig-
ure 1). The samples were collected
during four sampling periods (April
2002, July 2002, February 2003,
and July 2003), 16 samples taken
during each period. The samples
were triturated, homogenized, and
lyophilized. Afterwards, the sam-
ples were pulverized in a vibrating
zircon ball mill for 30 minutes
using 75% power and the samples
placed into pre-cleaned polyethyl-
ene vials.

A 0.5-g portion of powdered
sample was weighed into each
digestion vessel and 1.5 mL of 69%
HNO3, 1 mL of 96% H2SO4, and
8 mL of water were added. After-
wards, the vessels were placed into
the microwave oven. One sample
vessel was pressure-controlled dur-

TABLE I
Graphite Furnace Temperature Program for Sb Determinationa

Step Temp.(ºC) Ramp (s)      Hold (s)   Ar Flow (mL min–1)

Dry 1 120 5 40 300
Dry 2 150 5 30 300
Charring 1 480 15 40 300
Charring 2 1200 20 60 300
Atomization 1800 0 3 0 (read)

Clean 2400 5 10 300

a Injection of 30 mL → drying and charring steps → injection of 30 mL → full 
program.
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ing the digestion operation. The
temperature program used in the
microwave oven lasted 25 minutes
and consisted of 5 steps: 
(a) 24 ºC, ramp 2 s; 
(b) 90 ºC, ramp 2 s; 
(c) 140 ºC, ramp 5 s; 
(d) 200 ºC, ramp 5 s; and 
(e) 200 ºC, hold 11 s. 
The digested sample was adjusted
to a final volume of 25 mL by addi-
tion of ultrapure water.

RESULTS AND DISCUSSION

Optimization of the Graphite
Furnace Temperature Program

Experiments were carried out to
determine the optimal temperatures
and times for the drying, charring,
and atomization steps using palla-
dium-magnesium nitrate as the
chemical modifier. The operating
conditions were optimized consid-
ering maximum charring tempera-
ture, atomic peak shape, and
atomic and background signals. 

Two drying steps were used to
eliminate water in the graphite
tube: 120 ºC for 40 s, followed by
150 ºC for 30 s. For an efficient
pyrolysis, two charring steps were
used: the first at 480 ºC and the sec-
ond at 1200 ºC. The introduction of
these pyrolysis steps at 480 ºC
reduce  the background signal and
improve the reproducibility of the
results.

Determination of the optimal
atomization temperature was car-
ried out by studying the tempera-
ture ranging from 1500 ºC to 
2200 ºC. We selected 1800 ºC as
the optimal atomization tempera-
ture for the mussel digestion. Char-
ring and atomization curves for a
mussel digestion sample are shown
in Figure 2.

The graphite tube was cleaned
at 2400 ºC for 10 s using an argon
flow of 300 mL min–1 in order to
avoid memory effects. 

Antimony preconcentration in
the graphite tube was optimized by
injecting 2 or 3 times 20 µL or 
30 µL of sample and changing the
digested sample volume (600 µL or
700 µL diluted to 1 mL). Drying and
charring steps were performed
between injections. Finally, two
sample injections of 30 µL were
carried out using 600 µL of digested
sample diluted to 1 mL. Thus, a

maximum absorbance signal was
achieved and background absorp-
tion was minimized. The precon-
centration program is shown in
Figure 3.

The optimized temperature pro-
gram for the antimony determina-
tion in digested mussel samples,
using palladium-magnesium nitrate
modifier as the chemical modifier,
is listed in Table I. 

Fig. 1. Sampling stations in the Ría de Arousa estuary.

Fig. 2. Charring and atomization curves (optimal temperatures, 1200 and 1800 ºC).
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Amount of Chemical Modifier

Experiments were carried out to
determine optimal concentrations
of both palladium and magnesium
nitrate. The study was performed
by spiking a mussel digestion with
an aqueous antimony standard solu-
tion, then adding different concen-
trations of palladium and
magnesium nitrate ranging
between 0 and 80 mg L–1. The
absorbance values obtained are
shown in Figure 4.

It can be observed that the high-
est absorbance signal is obtained
when using 40 mg L–1 of
magnesium nitrate and 40 mg L–1 of
palladium. These modifier concen-
trations were selected for the fol-
lowing experiments.

Calibration and Standard Addi-
tions Graphs

In order to obtain a calibration
graph, standard aqueous solutions
containing antimony
concentrations ranging from 0 to
10 µg L–1 were prepared. Appropri-

ate volumes of palladium and mag-
nesium nitrate solutions were
added to provide concentrations of
40 mg L–1 for both modifiers. The
standard additions method was
used at a concentration range
between 0–8 µg L–1 using a
digested mussel sample (600 µL of
mussel digestion diluted to 1 mL).
The following equations were
obtained: 

Calibration graph:

QA = 0.0009 + 0.0105 C 
r = 0.9994 

Standard addition graph:

QA = 0.0115 + 0.0127 C 
r = 0.9973

where QA is the integrated
absorbance, C is the antimony con-
centration in µg L–1, and r is the lin-
ear regression coefficient. Slopes of
the calibration and addition graphs
are not statistically comparable
(a t-test was applied, 95% signifi-
cance level) (22). Therefore, only
the standard addition method can
be used to quantify antimony in
digested mussel samples.

Sensitivity

The limit of detection (LOD), the
lowest concentration level that can
be determined to be statistically
different from a blank, is defined as
LOD=3SD/m (where m is the slope
of the addition graph), correspond-
ing to a 99% confidence level. The
limit of quantification (LOQ) is

defined as the level above which
quantitative results can be obtained
with a specified degree of
confidence. The recommended
value is LOQ=10SD/m at the 99%
confidence level. In both cases, SD
is the within-run standard deviation
of a single blank determination.
The obtained values were 0.11 and
0.38 µg L–1 for the LOD and LOQ,
respectively, based on 10 replicate
determinations of the blank.

The LOD and LOQ for a mussel
sample were 0.02 and 0.06 µg g–1,
respectively. These values were cal-
culated using 0.5 g of lyophilized
mussel sample, diluted to 25 mL
and taking 600 µL to prepare the
final solution with the modifier
(1000 µL).

The characteristic mass, mo, is
defined as the mass of analyte in
picograms required to give a signal
of 0.0044 s for the integrated
absorbance. The obtained charac-
teristic mass was 23.1 ± 2.8 pg. 

The method is sensitive enough
to perform antimony determinations
in most unpolluted shellfish samples.

Precision and Accuracy

The within-run precision of the
method was calculated by analyzing
10 replicates of a digested mussel
tissue sample. The obtained value
for the relative standard deviation
(%RSD) was 3.0% and includes vari-
ations due to instrumental and
matrix factors.

Fig. 3. Preconcentration program.

Fig. 4. Influence of palladium and magnesium nitrate concentrations in the
absorbance of a sample digestion spiked with antimony solution.



148

The repeatability of the overall
procedure based on five different
digestions from the same mussel
sample was 1.4% and this result is
considered acceptable (<10%).

Accuracy was studied by using
analytical recovery assays because a
mussel reference standard material
was not available. The recovery val-
ues were 90.3%, 104.2%, 93.7%,
96.9%, and 100.7% for 3, 5, 8, 10,
and 15 µg L–1 of added antimony,
respectively. Therefore, recovery
was considered satisfactory.

Applications

The proposed method was
applied to the determination of
antimony in cultivated mussel sam-
ples (Mytillus galloprovincialis)
from the Ría de Arousa, an estuary
on the Galician coast (NW Spain).
The treatment with nitric acid and
sulfuric acid in high pressure
bombs with microwave energy was
applied and the resulting solutions
were analyzed by graphite furnace
AAS. Digestion was performed in
duplicate for each sampling station,
and the spectroscopic determina-
tions were made in triplicate for
each digest. 

The samples were collected dur-
ing four sampling periods (April
2002, July 2002, February 2003,
and July 2003), 16 samples for each
period. Only 14 samples had an
antimony content above the detec-
tion limit and antimony was not
detected in samples obtained in
July 2002 and February 2003. The
results for April 2002 and July 2003
are listed in Table II. Therefore it
can be stated that the found con-
centrations are lower than the max-
imum antimony concentration
allowed in food as specified by the
U.S. Food and Drug Administration
(2 µg g–1) (23).

There is little literature
published evaluating antimony con-
centrations in unpolluted mussels
or in other kinds of seafood. Since
mussels bioconcentrate metals in

their tissues, they are considered
pollution biomarkers. Zimmermann
et al. reported that zebra mussels
(Dreissena polymorpha) bioaccu-
mulated antimony from road dust
in laboratory exposure studies (12).
Gagne et al. (24) reported that
Dreissena polymorpha and Ellip-
tion Complanata (both freshwater
mussels) accumulated antimony
from a municipal effluent disper-
sion plume.

In an early study, Ikebe et al.
(25) reported the antimony 
concentration in mussels to be
0.019 µg g–1. Ferradelo et al. (13)
determined a concentration of
0.075 ± 0.04 µg g–1 (wet tissue) in
cytosol of Mytilus edilus mussels,
where antimony was uniformly dis-
tributed between the fractions of
different molecular weight ranging
from less than 4 kDa to more than
30 kDa. Antimony concentration in
river mussels (Perna Viridis) from
the Pearl River Delta (South China)

ranged from 0.09 to 0.76 mg g–1 on
a dry weight basis (26).  

The results of our study show
that the antimony concentrations
found in Ría de Arousa are similar
or lower than those found in the
currently available bibliography.
The antimony concentration is
low in mussels from Ría de Arousa
probably due to the low concentra-
tions of the element in seawater
(0.15 µg L–1) (27). These values are
lower than in most estuaries (Tejo,
Rhin, Tamar River, Tan Shui) and
the open ocean (Atlantic Ocean)
(0.2 µg L–1) (2). This fact could be
due to the pyritization of this ele-
ment in the sediments, a phenome-
non that happens in Arousa
because of biodeposits generated
from mussel aquaculture (28).
However, the highest antimony
concentrations appear in areas of
the inner part of the Ría of Arousa,
which could imply the anthro-
pogenic origin of the element.

TABLE II
Antimony Content in Mussels from Ría of Arousa

Station No. April 2002 July 2003
Sb (µg g–1) Sb (µg g–1)

1 0.04 ± 0.01 ND
2 ND ND
3 0.13 ± 0.01 –-
4 0.04 ± 0.02 0.04 ± 0.01
5 0.12 ± 0.02 ND
6 0.15 ± 0.03 ND
7 0.15 ± 0.04 0.05 ± 0.01
8 –- ND
9 0.19 ± 0.03 0.04 ± 0.02
10 ND 0.04 ± 0.01
11 ND ND
13 0.10 ± 0.02 ND
14 ND ND
15 0.04 ± 0.03 ND 
16 ND 0.08 ± 0.03

17 ND ND

Results expressed as: average ± standard deviation (n =6). 
ND : < 0.02 µg g–1

– :  Data not available.
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CONCLUSION

This study developed a method
for the direct determination of anti-
mony in mussel tissue samples. The
samples need very little pre-treat-
ment, which reduces the possibili-
ties of contamination. The use of
palladium-magnesium nitrate as a
chemical modifier was found to sta-
bilize the analyte up to 1300 ºC.

The method shows acceptable
precision (RSD <10%), sensitivity
(LOD 0.02 µg g–1), and accuracy
(recoveries between 90–104%) in
the determination of antimony in
mussel samples from the Ria of
Arousa, an estuary on the Spanish
coast. 
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INTRODUCTION

It is well known that the release
of heavy metals into the environ-
ment has gained great attention
worldwide due to their toxicity and
wide use. Nickel is a typical heavy
metal that is used in electroplating,
the synthesis of magnetic material,
the manufacture of batteries, and as
hydrogenation catalyst (1–4). For
example, in the synthesis of carbon
nanotubes through the method of
chemical vapor deposition, nickel
is used as metal catalyst particles
(5). Because of the vast consump-
tion of nickel-containing products,
many nickel compounds enter into
the environment which leads to an
increase in environmental
pollution. Nickel is ingested by
humans through food and has even
been detected in honey and baby
foods (6–7). Excess exposure to
nickel or nickel compounds can
lead to abnormal function of the
organs. For instance, nickel com-
pounds can induce hypoxic stress
in the lung cells and may lead to
lung and nasal cancers (8-9). 

Since the ingestion of an excess
amount of nickel affects the normal
function of the human body, it has
become crucial to develop
automatic, sensitive, fast, and accu-
rate analytical methods to monitor
this metal. Many methods are pro-
posed in the literature (10–14) for
the determination of trace nickel

atomic absorption spectrometer
(AAS) is the most widely used appa-
ratus because it is economical and
offers speed, utility, and reliability.
But the AAS method is not applied
for the direct determination of
nickel due to its low concentrations
and matrix interferences in the
analysis. Hence, a pretreatment /
enrichment procedure is required
to eliminate the interferences of
coexisting substances and to
enhance the sensitivity of the
method.   

The traditional pretreatment
method of metal ions is liquid-liquid
extraction, which uses different
volatile organic compounds
(VOCs). At present, alternative
technologies have been established
and the traditional liquid-liquid
extraction method has gradually
been substituted. Cloud point
extraction is a frequently used
method in which a small quantity
of surfactant is employed as the
extraction medium. For example,
Giokas et al. (14) described a cloud
point extraction combined with
flow injection analysis using flame
atomic absorption spectrometry
(FAAS) to determine nickel in five
real water samples with detection
limits of 11 µg L–1. Solid-phase
extraction (SPE) is another technol-
ogy often used for the pretreatment
of nickel. Compared with the tradi-
tional pretreatment method, solid-
phase extraction has many
advantages such as simple opera-
tion, easy automation, low cost,
requiring either little or no organic
reagent, and results in high recover-
ies. As far as solid-phase extraction

*Corresponding author.
E-mail: zhouqx@henannu.edu.cn
Tel: 86-373-3325971
Fax: 86-373-3326336

with merits such as high selectivity,
sensitivity, and simple operation
using electrochemistry, chromato-
graphic, and spectrometric tech-
niques. Inductively coupled plasma
mass spectrometry (ICP-MS) is the
best technique due to its low detec-
tion limits and multi-element deter-
mination capabilities (15–16). But
these instruments are very expen-
sive and are often not affordable for
the general analytical laboratory. An

ABSTRACT

This paper presents a reliable
method for the determination of
nickel at trace levels in environ-
mental samples with multi-walled
carbon nanotubes (MWCNTs)
used as a novel solid-phase adsor-
bent. Before use, the MWCNTs
were oxidized with potassium
permanganate under appropriate
conditions. The factors that may
affect the extraction efficiency of
nickel were investigated, such as
pH, the concentration and vol-
ume of elution, flow rate, volume
of the sample solution, and inter-
ference of coexisting ions. The
results showed good linearity in
the concentration range of 
1–100 ng mL–1 and a low detec-
tion limit of 0.60 ng mL–1. This
method was applied to the deter-
mination of nickel in real envi-
ronmental water samples and
excellent results were achieved.
The MWCNTs exhibited high
analytical potential for the pre-
concentration of nickel and the
determination of trace nickel in
samples such as environmental
water, food, and wastewater
from battery factories.
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is concerned, the most important
aspect is the adsorptive packing
which is a key point that
determines whether the developed
method is excellent or not. From
the literature published, it can be
seen that many compounds have
been explored as adsorbents for the
enrichment of nickel, such as clay,
2-propylpiperidine-1-carbodithioate,
chromosorb108, ambersorb-572,
and Ni-ion imprinted polymer
(17–21). 

Recently, carbon nanotubes
(CNTs), which are novel carbona-
ceous materials, have gained much
attention. Many publications show
that they can be applied widely due
to their unique tubular structure
(nanometer diameter), large
length/diameter ratio, and can be
used for special chemical and phys-
ical applications. For instance,
CNTs are used as biosensors, modi-
fied electrodes, and so on (22–23).
CNTs also possess high analytical
potential as excellent adsorbent for
solid-phase extraction due to their
chemical stability and high specific
surface area. Cai et al. (24–25) have
explored the adsorptive ability of
multi-walled carbon nanotubes to
bisphenol A, 4-n-nonylphenol,
4-tert-octylphenol, and phthalate
esters. The recoveries reported
were 89.8–104.2% for bisphenol A,
4-n-nonylphenol, and 4-tert-octyl-
phenol, and 80.3–104.5% for phtha-
late esters. Zhou et al. (26–27)
applied MWCNTs as solid-phase
adsorbent to concentrate nicosul-
furon, thifensulfuron-methyl, met-
sulfuron-methyl, DDT and its
metabolite, with favorable results.
All results indicate that these mate-
rials quantitatively adsorb these
organic contaminants. Simultane-
ously, much research was done on
the performance of modified CNTs
in order to expand their application
in the analytical sciences and other
fields based on adulteration and
oxidation (28–29). Li et al. (29)
compared the adsorptive capabili-
ties of as-grown CNTs and oxidized

CNTs by three different oxidants.
The adsorptive capabilities to
enrich cadmium were 1.1 mg g–1

for as-grown CNTs, 2.6 mg g–1 for
H2O2, 5.1 mg g–1 for HNO3, and
11.0 mg g–1 for KMnO4. The results
indicate that potassium-
permanganate-oxidized CNTs pos-
sess higher adsorptive capability
than HNO3 and H2O2 oxidized
CNTs. The oxidized CNTs should
have great potential for use as solid-
phase adsorbents to heavy metals.
To our knowledge, no literature has
been published on the application
of oxidizing CNTs with potassium
permanganate for use as an adsor-
bent in order to concentrate trace
nickel in environmental samples.
In this study, the feasibility of oxi-
dized CNTs with potassium
permanganate as a solid-phase
adsorbent to preconcentrate nickel
was investigated.

EXPERIMENTAL

Instrumentation

A Model Z-5000 polarized Zee-
man atomic absorption spectropho-
tometer was used (Hitachi, Ltd.
Tokyo, Japan) fitted with a nickel
hollow cathode lamp and equipped
with Zeeman-effect background
correction. The instrumental oper-
ating conditions are listed in Table I.
A Model SHZ-3 (III) vacuum pump
(Yuhua Instrument Co., Ltd.,
Zhengzhou, Henan, P.R. China)
was used in the preconcentration

process. An Agilent ZORBAX SPE
C18 cartridge (Agilent Corporation,
USA.) was modified for use as a
microcolumn. A 0.2-g amount of
oxidized MWCNTs was introduced
into this microcolumn after wiping
off C18. Ultrapure water was
obtained using a Model Ultra-Clear
(S.G. Wasseraufbereitungsanlagen,
Barsbüttel, Germany).

Standard Solutions and
Reagents

All reagents and chemicals used
were of analytical grade. A stock
standard solution (80 µg mL–1) was
obtained by dissolving nickelous
chloride (NiCl2·6H2O) in ultrapure
water. Working standard solutions
were obtained by appropriate dilu-
tion of the stock standard solution.
The pH of the working solution
was adjusted with diluents of nitric
acid and ammonia. 

Multi-walled carbon nanotubes
with an average external diameter
of 30–60 nm were kindly provided
by Tsing-Nafine Nano-Powder Com-
mercialization Engineering Center,
Chemical Engineering Department
of Tsinghua University (Beijing,
P.R. China). The MWCNs used as
the adsorbent were oxidized in a
solution of potassium permanganate
at 80 °C for 2.5 hours. Subsequently,
they were washed with deionized
water to remove remnant oxidant,
dried at 100 °C for 2 hours, and
then transferred to the microcolumn
which had a frit at the bottom. 

SPE Procedure

After the MWCNTs were intro-
duced into the microcolumn, 
50 mL of 1 mol L–1 HNO3 and 
50 mL ultrapure water were used
for washing in order to remove the
contaminants coming from the
environment. 

The procedure of the solid-
phase extraction for Ni2+ ions was
as follows: the MWCNTs were pre-
wetted with 10 mL 1mol L–1 HNO3

and 10 mL ultrapure water. Then,

TABLE I
Operating Conditions of 

Flame Atomic Spectrometer 

Parameters

Lamp current 12 mA
Wavelength 232.0 nm
Slit 0.2 nm
Burner head Standard type
Burner height 7.5 mm
Flame Air-acetylene
Oxidant gas pressure 160 kpa

Fuel gas flow rate 2.2 L/min
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adsorption capability to nickel. Li et
al. (29) reported that the isoelectric
point of as-grown is pH 5. However,
we found that after oxidizing with
potassium permanganate, the iso-
electric point became lower than
pH 5. When the pH of the working
solution was 2 and 4, the recoveries
of nickel were 30.5% and 43%,
respectively, which is much lower
than 82%, 81.5%, and 81.5% at pH
6, 8, and 10, respectively. There-
fore, the pH of 6 was selected for
further study.

Optimization of Eluent Concen-
tration and Its Volume

An appropriate eluent should
elute the target analyte efficiently
and cause no interference in the
determination of the analyte. Tuzen
et al., Baytak and Türker, and Ersoz
et al. (19–21) reported that with
the SPE procedure, nitric acid was
conventionally selected as the elu-
ent for nickel. For this reason, in
our experiment nitric acid was also
selected as the eluent for the des-
orption procedure. Considering
that different efficiency would be
obtained when different concentra-
tions of nitric acid were used, we
tested five different concentrations
to elute the retained cation from the
adsorbent. The results in Figure 2
show that the recoveries of Ni2+

the working solution containing
40 ng mL–1 of Ni2+ ions was passed
through the microcolumn and the
target analyte was adsorbed quanti-
tatively on the MWCNTs. The ana-
lyte was desorbed with 5 mL of
0.5 mol L–1 HNO3. Finally, the con-
centration of the analyte in the elu-
ent was determined by FAAS. 

Water Sample

In this experiment, four real
water samples were used to evalu-
ate the application of the
established method. They were
obtained as follows: Tap water col-
lected from our laboratory, ground-
water from Xinxiang, and water
from the Gushan reservoir in
Jiaozuo. The waste sample was col-
lected from the preliminary waste-
water sedimentation tank at
Huangyu Electrical Appliance
Industry Company. All water sam-
ples were immediately filtrated
through 0.45-µm membranes and
stored in brown glass containers.
Then, the sample solution was
passed through the microcolumn.
After the target analyte was
adsorbed quantitatively on the
MWCNTs, the analyte was desorbed
by 5 mL 0.5 mol L–1 HNO3. Finally,
the concentration of the analyte in
the eluent was determined by
FAAS. 

RESULTS AND DISCUSSION

Optimization of pH on 
Adsorption

After oxidizing with potassium
permanganate, the functional groups
of a small quantity of carboxyl, lac-
tones, and phenols were introduced
onto the surface of the CNTs (29).
It is known that the introduction of
these subacid oxygen-containing
groups onto the surface of carbon
material increases the total acidity,
and enhances the hydrophilic and
ion-exchange capabilities (30).
Therefore, the pH of the working
solution sharply influences the ion-
exchange capability of the CNTs and
the electrostatic attraction between
nickel as well as the negative
charge on the surface of the CNTs.

In order to obtain a reasonable
pH condition for enrichment, dif-
ferent pH values ranging from 2–10
of the working solutions were opti-
mized. The results are shown in
Figure 1. It is obvious that the
recovery of Ni ion is less than 50%
when the pH of the working solu-
tion is lower than pH 6. The recov-
eries obtained were over 80% when
the pH value was larger than pH 6.
When the pH of the working solu-
tion is lower than the isoelectric
point, the charge will be neutral-
ized which will decrease the

Fig. 1. Effect of pH on the adsorption of Ni2+ on MWCNTs 
Ni: 40 ng mL–1

Fig. 2. Effect of eluent concentration on the adsorption of Ni2+

on MWCNTs Ni: 40 ng mL–1
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The results obtained in Figure 4
show that the recovery and  the
enrichment of nickel is not signifi-
cantly affected by different sample
flow rates. For all further studies,
the maximal flow rate of 3.77 mL
min–1 was selected in order to save
analytical time.  

Optimization of Sample Volume 

In general, the main way to
decrease the detection limit and
increase the extraction efficiency is
to increase the sample volume. This
is an effective way  to achieve satis-
factory analytical performance.
However, a limitless increase in
sample volume would result in
excess  adsorptive capability of the
adsorbent and not lead to the maxi-
mum enrichment factor. Thus, the
sample volumes were optimized
from 250 mL to 1500 mL with
spiked concentrations of 40 ng mL–1

and all other enrichment conditions
were kept constant in order to
achieve an enrichment factor as
high as possible. The results in Fig-
ure 5 show that the recoveries of
nickel were in the range of
87.0–90.5% and there is no signifi-
cant decrease when the volumes
were up to 1500 mL. A volume of
250 mL was selected for further
studies. 

were obviously different, but 0.5 M
HNO3 was appreciably superior.
Thus 0.5 M HNO3 was selected for
use in this study.

The volume of the eluent also
affects the extraction efficiency.
Thus, a series of experiments were
designed to  establish the most rea-
sonable volume  to maximize the
enrichment factor without  loss of
extraction efficiency. The eluent
volume was optimized between
4–8 mL. The results measured by
FAAS are presented in Figure 3. It
can be seen that when the eluent
volume was 4 mL, quantitative
recoveries were obtained; when
the volume was up to 8 mL, there
was no significant change. Finally,
5 mL was adopted to achieve the
best enrichment performance as
well as satisfying the  injection vol-
ume required for FAAS analysis.

Optimization of Sample 
Flow Rate 

The flow rate of the sample solu-
tion is an important parameter in
most established methods, since it
controls the time of the analysis
and affects the retention of the tar-
get analyte on the microcolumn.
The optimum flow rate was studied
in the range of 1.54–3.77 mL min–1.

Effect of Coexisting Ions

In real environmental samples,
the matrix is complicated and con-
tains nickel and other ions, and the
potassium-permanganate-oxidized
MWCNTs are an appropriate adsor-
bent for nickel. Therefore, the influ-
ence of various co-existing
compounds should be investigated.
In this research, the spiked concen-
tration of nickel was maintained at
40 ng mL–1. A series of working
solutions containing different ions
at different concentrations were
passed through the column at the
optimum conditions adopted in the
above experiments. The obtained
recoveries of nickel and the toler-
ance limits of the co-existing ions
defined as the largest amount mak-
ing the recoveries of nickel less
than 85% are listed in Table II.
These results demonstrate that the
presence of large amounts of co-
existing ions have no obvious influ-
ence on the recovery of nickel.

Analytical Performance

Linear range, detection limit, and
precision are important analytical
performance parameters of the pro-
posed method and were carried out
at the optimum conditions adopted
above. The obtained results listed
in Table III demonstrate that there

Fig. 3. Effect of eluent volume on the adsorption of Ni2+ on
MWCNTs Ni: 40 ng mL–1

Fig. 4. Effect of flow rate of sample solution on the adsorp-
tion of Ni2+ on MWCNTs Ni: 40 ng mL–1
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was excellent linear correlation
between ABS and the concentration
of nickel in the working solutions
ranging from 1 to 100 ng mL–1. The
correlation coefficient was 0.994.
The detection limit was calculated
based on the concentration corre-
sponding to three times the stan-
dard deviation of 11 runs of the
blank samples and the detection
limit was 0.60 ng mL–1. The preci-
sion of the proposed method was
evaluated by calculating the relative
standard deviation of six replicate
working solutions containing 
20 ng mL–1 nickel. The results of
2.82% show excellent precision.

Analytical Application

The results obtained in the deter-
mination of nickel in blank
solutions of four real samples (tap
water, groundwater, reservoir
water, and wastewater) and their
recovery measurements were used
to evaluate the applicability and
reliability of the proposed method.
Table IV shows that nickel was only
detected in the blank wastewater
sample but not in any of the other
blank solutions. The spiked recov-
eries (16 ng mL–1 of Ni2+ added)
were investigated to validate the
reliability of the proposed method.
The extraction procedure of the
spiked solutions was carried out as
described above. The recoveries of
nickel in the four samples are in the
range of 84.2–121.1% (see Table IV).

CONCLUSION

A new method has been estab-
lished using potassium-permanganate-
oxidized MWCNTs as packing mate-
rial for the solid-phase extraction of
nickel from aqueous enviromental
sample solutions. The method is
simple, quick, and reliable. Under
optimum conditions, the proposed
method has a good linear range of
1–100 ng mL–1, excellent
reproducibility of 2.82%, and low
detection limits of 0.60 ng mL–1.
The obtained recoveries of nickel
in the four environmental water
samples (tap water, groundwater,
reservoir water, and wastewater)
were in the range of 84.2–121.1%.
These results demonstrate that
MWCNTs oxidized with potassium
permanganate have great potential

Fig. 5. Effect of sample volume on the adsorption of NI2+ on
MWCNTs Ni: 40 ng mL–1

TABLE II
Effect of Coexisting Ions (Ni2+: 40 ng mL–1)

Co-existing Conc. of Recovery  
Ions Co-existing Ions          of Nickel

(µg mL–1) (%)

Na+ 200 104.5
K+ 200 98.5
Mg2+ 20 90.5
Ca2+ 20 99.0
Cu2+ 1 103.2
Al3+ 1 101.5
Fe3+ 1 85.8
SO4

2– 200 104.5

Cl– 200 98.5

TABLE III
Performance of Solid-phase Extraction of Nickel

Under Optimum Conditions

Correlation Coefficient 0.9994
Linear range 1–100 ng mL–1

Detection Limit 0.60 ng mL–1

Enrichment Factor 50

Precision (20 ng mL–1) (%RSD, N=11) 2.82%

TABLE IV
Determination of Ni2+ in Environmental Samples 

Samples Recovery (%)
Concentration  Added (16 ng mL–1)

Tap Water – 86.7±3.1
Groundwater – 84.2±3.2
Reservoir Water – 92.9±5.2

Wastewater 8.3 ng mL–1 121.1±1.4

– = Not found.
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as an excellent adsorbent for the
solid-phase extraction of nickel in
environmental water samples and
could be applied to monitoring
nickel at trace levels in many fields.
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This book contains theoretical concepts and definitions of the science of atomic spectroscopy:
atomic emission, atomic absorption, and atomic fluorescence. It also discusses high sensitivity
sampling systems and the advantages and limitations of the cold vapor mercury, hydride
generation, and graphite furnace atomic absorption techniques. 
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Authors: G. Schlemmer and B. Radziuk
Order No. B051-1731 
Ordering and price information: http://www.las.perkinelmer.com or contact your local
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This book provides insight into the theoretical and practical aspect of graphite furnace AA making it the perfect
reference resource for all laboratories wanting to use their graphite furnace more effectively.
Using an easy-to-follow style, the reader is guided from method development to calibration and validation of the
instrument to the use of accessories and software in modern graphite furnace AA.
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Coupled Plasma Optical Emission Spectrometry
Authors: Charles B. Boss and Kenneth J. Fredeen
Order No. 005446B (free of charge)
Ordering information: http://www.las.perkinelmer.com or contact your local
PerkinElmer representative.

This book presents the general characteristics of ICP-OES and ICP-OES instrumentation. It
discusses ICP-OES methodologies including their application for the analysis of samples in
the various industries such as agriculture and foods, biological and clinical, geological,
environmental and water, metals, and organics.

4. Practical Guide to ICP-MS 
Author: Robert Thomas, Scientific Solutions (www. scientificsolutions1.com)
Published in 2004 by Marcel Dekker 
Ordering and price information: http://www.crcpress.com/shopping_cart/
products/product_detail.asp?sku=DK2933&parent_id=1151&pc= 

The brand new reference book presents this powerful trace-element technique as a practical
solution to real-world problems. The basic principles of ion formation/transportation/detection,
common interferences, peak quantitation, sample preparation, contamination issues, routine
maintenance and application strengths of ICP-MS are described in a way that is easy to
understand for both experienced users and novices of the technique. In addition ICP-MS is
compared with AA and ICP-OES in the areas of detection capability, dynamic range, sample
throughput, ease of use and cost of ownership. The book concludes with an excellent chapter
on the most important testing criteria when evaluating commercial instrumentation.
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