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INTRODUCTION

Zr-Nb alloys with varying
niobium compositions have been
widely used in nuclear technology
due to their excellent corrosion-
resistant properties and higher
mechanical strength than conven-
tional and ternary zirconium alloys
(1). While the Zr-2.5%Nb alloy is
the preferred structural material for
pressure tubes of CANDU type
Pressurised Heavy Water Reactors,
Zr-1%Nb is used as a fuel cladding
material in Pressurised Water Reac-
tors. In view of these important
applications, assessment of chemi-
cal purity, especially in the determi-
nation of trace elements, is of
importance. The content of the
alloying element niobium, which
enhances the mechanical strength
and creep-resistance properties of
the virgin metal, is present within a
narrow concentration range and is
also required to be accurately deter-
mined. The allowed specifications
are 2.5 ± 0.3% in Zr-2.5%Nb alloys
and 1.0 ± 0.1% in Zr-1%Nb alloys. 

A wide range of analytical meth-
ods such as (chemical) Differencial
Spectrophotometry (2,3), X-ray Flu-
orescence Spectrometry (XRFS) (4),
DC-Arc Emission Spectrography
(DC Arc ES), Inductively Coupled
Plasma Optical Emission Spectrom-
etry (ICP-OES), Inductively Coupled
Plasma Mass Spectrometry (ICP-
MS), and the electro-analytical tech-
niques are employed routinely for
the determination of niobium con-
tent and the concentrations of
other trace elements in Zr-Nb
alloys. However, these methods
involve tedious matrix separation
procedures to determine impurities
at trace levels.

molar absorbtivity of ε = 1 x 103 is
adequate for the determination of
niobium at percentage levels. XRFS
is the method of choice for the
quick estimation of the major con-
stituents, with suitable reference
materials for calibration. However,
for the determination of trace con-
stituents in the presence of matrix,
XRFS is not quite suitable due to
poor sensitivity. The main problem
in the emission spectrometric
analysis of zirconium and its alloys
is the undesirable line-rich emission
spectrum of zirconium which leads
to spectral interferences (5). In
addition, in emission spectrometric
methods, the practical detection
limits achieved for some elements
(like boron) are not adequate for
quantification in sub-ppm levels
(6). In ICP-MS there is a limitation
on the total matrix content, which
cannot exceed 0.1–0.2% for effec-
tive nebulization. Hence, multiple
dilutions are required. Also, the use
of HF in dissolution is restrictive
with respect to routine use.

GD-QMS offers the advantage of
multielement analysis (major,
minor, trace, and ultratrace levels)
in a single run and exhibits a low
matrix dependence for trace ele-
mental analysis of solids. With glow
discharge, the sample acts as a cath-
ode, and neutral atoms are
sputtered from the surface of the
sample and then ionized in the
plasma by penning ionization
and/or electron impact ionization
(7). In GD-MS, the quantification
requires the generation of RSF val-
ues using suitable solid reference
materials. In addition, due to the
stability of the plasma, GDMS is
superior to the traditionally used
spark source mass spectrometry
(SSMS) for the analysis of solids and
offers a better precision for quanti-

ABSTRACT

The simultaneous determina-
tion of trace elements and nio-
bium in Zr-Nb alloys with varying
niobium concentrations has been
carried out by Glow Discharge
Quadrupole Mass Spectrometry
(GD-QMS). The Relative Sensitiv-
ity Factors (RSF) for the analytes
were generated using a certified
reference material of a zirconium
alloy (zircaloy, non-similar matrix
composition). GD-QMS results
have been found to be in good
agreement with the certified con-
centrations for several elements
of other zirconium-based certi-
fied reference materials (zirco-
nium metal and alloys). 

This technique is a viable
alternative to validate conven-
tional atomic emission and other
spectrometric techniques used
for the determination of impuri-
ties in zirconium-based alloys.
With the optimized discharge
conditions and pre-sputtering
time, the precision of measure-
ments achieved were typically
1% RSD for the majority of ele-
ments present at mg kg–1 levels,
10% RSD for µg kg–1 levels, 0.05%
RSD for zirconium (matrix), and
0.05% RSD for niobium (alloying
element). 

The detection limits for the
analytes were found to be at sub-
ppm levels with an integration
time of 20 ms, 140 points, and
four repetitive scans. Molecular
interferences observed due to
oxygen, matrix, and argon are
also listed.

The Differential Spectrophoto-
metric method used for the estima-
tion of niobium at higher
concentrations involves the forma-
tion of a yellow niobium peroxide
complex in concentrated sulphuric
acid. This metal yields somewhat
lesser sensitivities. However, a
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tative analysis. Again, the quantita-
tive separation of zirconium from
other trace and ultratrace elements
requires multiple solvent extraction
steps which are highly tedious and
time-consuming, which is obviated
in direct solid sample analysis. 

Application of GDMS to deter-
mine the elemental composition
has been reported (8) only for
zircaloy NBS standards by generat-
ing the RSF values on other zircaloy
NBS standards of similar composi-
tion. We had reported earlier on
the use of GD-QMS for the determi-
nation of specific (single) elements
such as tin (9), chlorine (10), and
boron (6) in zirconium-based alloys. 

In the present work, a detailed
study has been made on the multi-
element analysis of zirconium, Zr-
Nb, and other zirconium alloys for
matrix and trace elements by GD-
QMS. The discharge conditions,
stabilization time for GD signal and
the possible isobaric interferences
on isotopes of various analytes are
reported. A comparison of the GD-
QMS results with those obtained
from DC Arc OES, as well as with
certified values of elements in Zr-
Nb alloys and zirconium metal stan-
dards, and other zircaloy standard
samples, are presented. 

EXPERIMENTAL

Instrumentation

A quadrupole GD-MS, Model
GQ230 (VG Elemental, U.K.), was
used for the present work. The
instrumental parameters are listed
in Table I. This instrument was
located in our Ultra Trace Analysis
Laboratory, inside a class 200 clean
room. The discharge was operated
in current mode where the
discharge voltage was adjusted by
changing the flow rate of argon gas
using a gas inlet valve. The
discharge gas was argon (99.9999%
purity); which was additionally
purified with an on-line active
metal getter. The system interlock

gate was operated using
compressed argon gas (65 psi) of
99.9995% purity. 

The dual detector system (Model
No.4870V, Galileo Electro-Optics
Corp., USA) utilizes an electron
multiplier for ion counting for trace
elements (ion currents < 1 x 106

ions sec–1) and a Faraday cup for
measurement of major and minor
elements (ion currents > 1 x 106

ions sec–1). The detector system
provides a dynamic range of more
than eight orders of magnitude, i.e.,
1x101 – 1x1010 ions sec–1. Control
of instrument and data acquisition
was handled by Glo-Quad software.
The peak jump mode was used for
the data acquisition. A 10-mm
anode opening diameter flat sample
holder was used. The GD cell in the
instrument was cryogenically
cooled with liquid nitrogen in
order to minimize residual gaseous
contaminants.

Mass Calibration

A high-speed stainless steel (HSS)
disc containing major elements
ranging from carbon (m/z=12) to
tungsten (m/z=184) as constituents
was chosen for the mass
calibration. A small amount of
solder (tin-lead alloy) material was
also embedded into the HSS sample
surface to add Sn (mid mass range
~ 120 amu) and Pb (higher mass ~
208 amu) masses as well to obtain
a more linear mass calibration over
the entire mass range.

Collector Calibration

Collector calibration was done
on a daily basis. The Faraday cup
and Electron Multiplier detectors
were cross-calibrated by measuring
the signal intensity at mass 76
(40Ar36Ar+). Detector calibration
factor was adjusted to be 2560+200
by adjusting the HT voltage to the
electron multiplier before the scan-
ning. The collector calibration was
done using a mass step of 0.01 amu
and 120 points in peak scan.

Procedure

Sample Preparation for GD-QMS
The surface of different Zr-Nb

alloy samples, zircalloy standard
samples, and zirconium metal sam-
ples were polished to 300 grit with
a belt grinder, cleaned with
methanol, and then dried under an
infrared lamp. Individual samples
were loaded into the GD system
and degassed under vacuum
(around 1 x 10–3 mbar) prior to
analysis for the removal of atmos-
pheric contaminants. The discharge
parameters were optimized to
obtain maximum intensity in the
form of counts per second (6 x 105

ions sec–1) for 90Zr+. The sample
surface was etched with the plasma
at a discharge voltage of 1.2 kV and
a current of 3.0 mA for 40 minutes
in order to eliminate the initial
embedded surface contaminants
and obtain a constant standing sig-
nal.

The analytical measurements
were carried out at a mass step of
0.01 amu with 140 points. A single
scan of the Faraday detector for
major and minor elements and 20
scans of the electron multiplier for
trace and ultratrace elements were
used. Four repetitive measurements
were recorded.

RESULTS AND DISCUSSION

Discharge Parameters

The studies (11) of the influence
of discharge current on the ion

TABLE I
Instrumental 

Operating Parameters

Discharge Voltage 1.2 kV
Discharge Current 3.0 mA
Argon flow rate 23.3 sccm
Temperature during 

discharge –166oC
Vacuum (at the 

quadrupole region) 1 x 10–6 mbar

Resolution 300 M/∆M
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yield indicated that the optimum
discharge current is 3.0 mA (with a
discharge voltage of 1.0 kV). The
3.0 mA current results in a maxi-
mum ion beam intensity, the lowest
level of atmospheric and gas-matrix
combinations, and a drastically
reduced contribution of molecular
species (e.g., matrix dimers, etc.).
Thus, the discharge current was
fixed at 3.0 mA using constant cur-
rent mode. The discharge voltage at
1.2 kV compared to 1.0 kV resulted
in a maximum ion intensity for
90Zr+ ion. In our earlier studies (10),
the use of 1.2 kV and 3.0 mA gave
good results for chlorine in Zr-
2.5%Nb alloys. Therefore, discharge
conditions of 1.2 kV and 3.0 mA
were used for all samples.

Studies on Stabilization Time 

Pre-sputtering of the sample
(surface) was carried out at the dis-
charge parameters described
above. A separate experiment was
carried out to determine the actual
stabilization time required for the
GD signal with respect to elimina-
tion of surface contaminants in GD-
QMS. The raw counts of some of
the common contaminant elements
(Na, Mg, Si, Ca) were recorded and
converted into ion beam ratios
(IBR). The ion beam ratio values
were obtained by computing the
ratio of raw counts of each isotope
normalized to 100% to the abun-
dance normalized raw counts of
90Zr+ ion. These IBRs were plotted
against each pre-sputter time in Fig-
ure 1. The figure reveals that the
contamination originating from the
sample surface was removed by
plasma etching within 35–40 min-
utes. The GD signal stability was
achieved after 40 minutes. There-
fore, each sample was pre-
sputtered for 40 minutes and the
quantitative measurements were
made after 40 minutes.

Quantification

Accurate quantitative results in
GD-QMS would require the genera-

tion of matrix-matched RSF values
calculated from certified reference
samples with the same or similar
composition of the sample to be
analyzed. But certified reference
materials with the same or similar
composition for Zr-Nb alloys for
trace and ultratrace levels are not
available. Hence, a different compo-
sition zirconium alloy matrix
(zircaloy, Teledyn standard ZrX868-
16D; major elements: Zr, Sn, Fe, Cr)
standard, in which several elements
were certified, was used for the
generation of RSF values for all of
its certified elements. Table II lists
the RSF values and IBRs for all certi-
fied elements. The usability of these
RSF values for the determination of
elemental concentrations in zirco-
nium metals and Zr-Nb alloys con-
taining different niobium
concentrations was investigated. 

Usability of RSF Values

The RSF values for certified ele-
ments were generated using their
corresponding IBR measured in the
zircaloy standard by GD-QMS.
These RSF values were applied to

IBR values of each Zr-Nb ingot sam-
ple and other zirconium standards.
The quantitative results so obtained
for several elements are listed in
Tables III–VI, which provide a com-
parison of the results for Zr-Nb
alloys obtained by GD-QMS against
DC Arc-OES and the certified con-
centrations. 

Table III shows that GD-QMS
values are in very good agreement
with the certified values for the ele-
ments Si, P, Ti, V, Cr, Cu, Zr, Nb,
Mo, Sn, Hf, Pb, Ca, and Cd in the
ZrX869-25B standard and for the
elements P, Ti, V, Cr, Mn, Fe, Ni,
Cu, Zr, Nb, Mo, Hf, Ca, Cd in the
ZrX867-16D standard. Somewhat
higher values compared to the cor-
responding certified values for the
elements Co, Ta, W, Na, and Mg (in
the ZrX869-25B standard) and for
Si, Co, Sn, Ta, W, Na, and Mg (in
the ZrX867-16D standard) were
obtained by GD-QMS. The GD val-
ues were lower compared to the
corresponding certified values for
the elements Mn, Fe, Ni in ZrX869-
25B standard and Pb in ZrX867-16D
standard. These  (minor) disagree-

Fig. 1. Dependence of GD signal on pre-sputter time.



160

ments noted may be due to the
compromised optimised conditions
used for the determination of many
elements. Hence, certain deviations
were seen with respect to the certi-
fied concentrations. The results
shown in Tables IV and V indicate
that there is good agreement for
GD values with the certified values
of hafnium in zirconium metals and
zircalloys, and also for indicated
values of the elements in the zirco-
nium metals and zircalloy
standards. Tables VI and VII indi-
cate that the RSFs generated  pro-
vide fairly accurate values for the
elements (Cr, Fe, Ni, Cu, Nb, Sn) in
Zr-2.5%Nb samples and (P, Ti, Cr,
Mn, Fe, Ni, Cu, Nb, Mo, Cd, Sn, Hf,
Pb, Ca) in Zr-1%Nb alloys in com-

parison to DC Arc AES values. The
agreement seen reveals that the
computed RSF values from zircaloy
standard (non similar matrix com-
position) are quite applicable to
zirconium based samples such as
pure metal as well as Zr-Nb alloys
with varying niobium concentra-
tions.

In our earlier study of tin (9)
analysis by GD-QMS, we found that
the RSF value of tin in zirconium
matrix (zircaloy) was 1.39 and 4.93
at liquid nitrogen temperatures
(i.e., with cooling the sample) and
ambient temperature (i.e., without
cooling the sample), respectively,
at a discharge voltage of 1.1 kV and
1.0 mA. In the present study, the

RSF value of tin in zirconium matrix
was 5.413 at discharge voltage of
1.2 kV and 3.0 mA at liquid nitro-
gen temperatures. The change in
RSF values with respect to the dis-
charge parameters is being investi-
gated.

Spectral Interferences

Some of the dominant molecular
ionic species noted in the GD-QMS
spectrum of the zirconium matrix
are given in Figure 2. The interfer-
ence from the Zr+2 (Figure 2a) ion
species significantly affects the
determination of Sc and Ti (45Sc,
46Ti, 47Ti, and 48Ti). Hence, 49Ti was
used for quantification of titanium.
Molecular ionic species formed by
oxides and argides with the matrix
are interfering with the elements
Pd, Ag, Cd, Sn (mass numbers:
106,107, 108, 110, 112; Figure 2b)
and Xe, Ba (mass numbers: 130,
131, 132, 134, 136; Figure 2c),
respectively. Other isobaric inter-
ferences due to argon gas are
observed: 40Ar+4, 40Ar+3, 40Ar+2,
40Ar36Ar+, 40Ar2

+, and 40Ar3
+.

Analytical Precision

Tables III–VII also show internal
reproducibility of the determina-
tions in the Zr-Nb alloy samples at
trace and ultratrace levels. The
uncertainties in these estimates are
expressed as overall standard devia-
tions, and the computed % RSDs
are based on multiple measurements
under the given discharge condi-
tions (n=4). The overall precision
for the determination of analytes
was typically 1% RSD for the major-
ity of the elements present at mg
kg–1 levels, 10% RSD for µg kg–1 lev-
els, 0.05% RSD for zirconium
(matrix), and 0.05% RSD for nio-
bium (alloying element). These data
are indicative of the stability of the
GD plasma during the measurements
and the degree of homogeneity of
the sample at trace and ultratrace
levels in the alloy.

TABLE II
Relative Sensitivity Factors Generated Using ZircaloyTeledyn Std.

(Zrx868-16D) Certified Values by GD-QMS

Elements Zircaloy Teledyn Std. GD-QMS RSF Value
Zrx868-16D Ion Beam Generated

Certified Values Ratios
(mg kg–1) (mg kg–1)

30Si 179±4 471±15 0.380
31P 35±3 49±2 0.712
49Ti 122±16 400±7 0.305
51V 93±5 303±7 0.307
52Cr 580±26 521±5 1.114
55Mn 56±2 52±1 1.087
56Fe 2787±66 4198±51 0.665
60Ni 134±6 165±2 0.209
59Co 42±1 61±1 0.686
63Cu 83±2 17±0.4 4.755
90Zr 98.709% 98.847±0.017% 1.000
93Nb 570±12 550±14 1.037
98Mo 128±2 66±2 1.948
119Sn 1.23±0.03% 0.228±0.006% 5.413
178Hf 178±6 66±1 2.716
181Ta 716±4 181±2 3.959
182W 112±13 24±0.2 4.596
208Pb 101±11 8.4±0.3 12.035
23Na <10 64±3 <0.156
24Mg <5 22±1 <0.224
44Ca <10 283+ 3 <0.009
114Cd <0.2 56±2 <0.004
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Fig. 2 (a,b,c). Molecular ionic species observed in the GD-QM Spectrum of Zr.

Detection Limits

Unlike other spectrometric tech-
niques, in GD-QMS the blank (base-
line) signal cannot be measured
independently without the sample.
In our measurements, each isotope
region is measured using 140
points across with a mass step of
0.01 amu. The total width of the
scanning window is about 1.4 amu
of which 0.8 amu in the center is
integrated as the signal for the iso-
tope. The signal for the baseline is
measured at the wings of each
peak. The detection limit in our
case was defined as three times the
standard deviation of this
background signal (12), based on
multiple scans (n=4), which is con-
verted into the corresponding con-
centration value using the
computed concentration of the
element (isotope). For most of the
analytes, the detection limits were
found to be in the sub-ppm levels.

CONCLUSION

The sensitivity offered by GD-
QMS enables the accurate determi-
nation of trace constituents in Zr
and Zr-Nb based alloys at concen-
tration levels much lower than
their specified levels. This, in turn,
enables assessment of the
efficiency of the manufacturing
processes. 

This study provides such an
assessment of the Zr-Nb alloy sam-
ples manufactured indigenously.
Even though GD-MS is not available
as a routine analytical technique in
many laboratories, an assessment
of the measurement accuracy by
other analytical techniques with
different physico-chemical princi-
ples with a technique capable of
direct analysis would better enable
quality improvement steps imple-
mented in bulk production of criti-
cal components such as
nuclear-grade zirconium metal and
alloys.
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TABLE III
Comparison of GD-QMS Concentrations With Certified Values of Zircaloy Teledyne Standards

Zircaloy Teledyn Std Zircaloy Teledyn Std. 
Zrx869-25B Zrx867-16D

Certified Values    GD-QMS Certified Values GD-QMS
Elements    (mg kg–1) (mg kg–1) (mg kg–1) (mg kg–1)

Si 94±10 93±1 31±3 59±1.5
P 49±8 38±0.6 102±7 112±2.1
Ti 55±1 55±0.01 19±4 17±0.4
V 47±4 42±0.2 20±1 17±3
Cr 1057±32 991±22 1630±26 1630±10
Mn 54±1 44±0.4 6±1 5±0.1
Fe 2247±35 2090±10 1630±40 1640±20
Ni 68±5 30±3 33±3 34±1
Co 17±1 23±0.09 10±1 18±0.6
Cu 36±1 37±0.3 8±1 7±0.2
Zr 97.872% 97.799±0.016% 97.604% 97.186±0.029%
Nb 276±16 263±2.4 102±10 96±1.5
Mo 59±1 53±0.4 10±1 11±0.3
Sn 1.65±0.03% 1.681±0.018% 2.00±0.02% 2.344±0.026%
Hf 77±4 85±1.3 31±3 36±0.5
Ta 396±5 442±5 207±7 241±4
W 46±9 60±0.9 23±2 39±0.7
Pb 44±1 47±0.7 16±1 8.0±0.2
Na <10 <24 <10 <59
Mg <5 <16 <5 <32
Ca <10 <5 <10 <9
Cd <0.2 <0.25 <0.2 <0.35 

TABLE IV
Comparison of GD-QMS Concentrations With Indicated Values of NBS Zirconium Metal Standards

Zr Metal NBS Std 1234 Zr Metal NBS Std 1236
Indicated (by NBS)                                             Indicated (by NBS)      

Values GD-QMS Values GD-QMS
Elements     (mg kg–1) (mg kg–1) (mg kg–1)     (mg kg–1)

Si 40 69±1 205 192±9
P 7 10±0.2 19 30±0.4
Ti 20 19±0.6 185 206±1.3
V 5 6±0.2 20 70±0.7
Cr 55 110±2.3 250 355±12
Mn 10 23±0.6 45 46±0.1
Fe 240 385±15 1700 1630±20
Ni 20 16±0.8 140 127±2.6
Co 5 23±0.09 50 39±0.2
Cu <10 35±0.5 250 243±0.9
Zr 99.837% 99.858±0.016% 99.288% 99.461±0.006%
Nb 55 42±1.3 600 606±4.5
Mo 2 15±0.6 100 120±1.0
Sn 15 16±0.9 60 104±4
Hf 46±3* 45±2 198±6* 181±7
Ta 85 95±5 700 668±16
W 25 27±1.4 140 188±5
Pb 5 10±0.8 25 46±1

* Certified value.
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TABLE V
Comparison of GD-QMS Concentrations With Indicated Values of NBS Zircaloy Standards

Zr Metal NBS Std 1237 Zr Metal NBS Std 1238 Zr Metal NBS Std 1239
Indicated Indicated Indicated
(by NBS) (by NBS) (by NBS)
Values GD-QMS Values GD-QMS Values GD-QMS

Elements   (mg kg–1) (mg kg–1) (mg kg–1) (mg kg–1) (mg kg–1) (mg kg–1)

Si 35 66±3 170 90±0.1 95 130±2
P 62 125±4 20 31±2.3 26 50±0.8
Ti 30 21±0.7 100 101±3.3 40 75±1.3
V 10 23±0.7 25 72±1.8 15 56±0.8
Cr 1510 1770±40 580 636±7.6 1055 1120±10
Mn 10 9±0.4 60 50±1.3 50 54±0.8
Fe 1650 1640±30 2500 2630±80 2300 2160±30
Ni 40 24±0.7 100 94±2.3 45 30±0.5
Co 10 15±0.5 40 32±0.6 15 24±0.5
Cu <10 8.5±0.2 60 37±0.3 30 45±1
Zr 97.616% 97.059±0.114% 97.957% 98.304±0.056% 97.776% 96.647±0.042%
Nb 85 105±2.5 550 483±11 220 261±5
Mo <10 12±0.6 120 99±1.4 45 57±2
Sn 1.9% 2.476±0.109% 1.26% 1.040±0.045% 1.61% 2.785%±0.043%
Hf 31±3* 37±1.6 178 + 6* 140±4.0 77±4* 84±2.5
Ta 200 226±8 700 547±15 400 413±12
W 25 33±1.5 95 88±0.6 45 57±0.3
Pb 15 14±0.7 80 78±1.5 30 46±2

* Certified value.

TABLE VI 
Comparison of GD-QMS Concentrations With Chemical Values 

in Zr-2.5% Nb Alloy Coolant Tube Samples

Elements        Zr-2.5% Nb Sample No. 1 Zr-2.5% Nb Sample No. 2 
DC Arc OES     GD-QMS DC Arc OES GD-QMS
(mg kg–1) (mg kg–1) (mg kg–1)       (mg kg–1)

Cr 150 128±5 160 149±4
Fe 700 648±99 810 757±3
Ni <70 19±2 < 70 20±1
Cu <30 10±0.2 < 30 4.7±0.1
Nb* 2.6% 2.856±0.007% 2.6% 2.637±0.025%

Sn 29 21±1 42 26±1

DC Arc OES: DC Arc Optical Emission Spectrographic method.
* : Analyzed by X-Ray Fluorescence Spectrometric method.
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TABLE VII
Comparison of GD-QMS Concentrations With Chemical Values of Zr-1% Nb Alloy Samples

Ele-            Zr-1%Nb Zr-1%Nb Zr-1%Nb Zr-1%Nb Zr-1%Nb 
ments Sample No. 1 Sample No. 2 Sample No. 3 Sample No. 4 Sample No. 5

DC DC DC DC DC
Arc        GD- Arc          GD- Arc GD- Arc GD- Arc GD-
AES       QMS AES          QMS AES QMS AES QMS AES QMS

(mg kg–1) (mg kg–1) (mg kg–1) (mg kg–1) (mg kg–1)

P < 10 3.9±0.1 < 10 7.7±0.2 < 10 4.7±0.1 < 10 8.7±1.4 < 10 4.3±0.2

Ti < 25 5.0±0.1 < 25 9.9±0.3 < 25 14±0.3 < 25 5.7±0.1 < 25 6.0±0.3

Cr <100 86±8 <100 111±2 <100 108±2 <100 88±1 <100 93±7

Mn 24 20±0.3 27 24±0.2 27 26±0.6 26 24±0.4 29 26±2

Fe 280 306±10 305 328±8 275 338±7 325 329±12 315 301±7

Ni < 70 20±0.2 < 70 24±1 < 70 24±1 < 70 13±4 < 70 15±1

Cu < 30 6.9±0.3 < 30 9.6±0.2 < 30 8.4±0.3 < 30 12±0.2 < 30 29±1

Nb* 1.08 1.135± 1.1% 1.158± 1.1% 1.116± 1.1% 1.102± 1.1% 1.137±
0.009% 0.005% 0.004% 0.005% 0.037%

Mo < 25 0.90±0.05 < 25 1.0±0.05 < 25 1.2±0.1 < 25 0.91±0.01 < 25 0.88+0.05

Cd < 0.3 <0.01 < 0.3 <0.76 < 0.3 <0.01 < 0.3 <0.8 < 0.3 <0.01

Sn < 25 6.6±0.3 < 25 7.2±0.7 < 25 7.6±0.8 < 25 7.9±0.7 < 25 6.9±0.3

Hf < 50 16±0.4 < 50 14±0.2 < 50 15±0.8 < 50 15±0.3 < 50 15±0.7

Pb < 25 8.5±0.2 < 25 7.3±0.3 < 25 7.7±0.8 < 25 8.4±1.2 < 25 9.5±0.1

Ca <25 6.3±0.2 <25 4.7±0.9 <25 4.5±0.1 <25 4.0±0.1 <25 3.2±0.1

DC Arc OES: DC Arc Optical Emission Spectrographic method .
* : Analyzed by X-Ray Fluorescence Spectrometric method.
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INTRODUCTION

Accurate analyses of exploration
data and ore reserves are two of the
most important functions of profes-
sional geologists and engineers in
mine development. The problems
encountered become particularly
acute when dealing with precious
metal values. Fire assay (1,2) has
been and remains the most com-
mon technique for the determina-
tion of precious metals in rock and
ore samples. The accuracy of the
fire assay technique is satisfactory
for the analysis of the vast majority
of precious metal-bearing ores.
Recoveries, micro-analytical obser-
vations (3), and uninterrupted use
without basic modifications for
more than 2,000 years (4) attest to
that fact. One basic reason for the
continued use of the fire assay tech-
nique is its ability to analyze rela-
tively large sample size that can be
treated by this technique; another
reason is that fire assay is relatively
free of interferences (5).

However, there are problems
associated with the fire assay
method which are complex and
not very well understood. The
examples of high recovery rates, in
some cases of apparently more than
100%, and the results obtained in
micro-analytical studies both indi-
cate that there can be inaccuracies.
Inductively coupled plasma optical
emission spectrometry (ICP-OES) is
a powerful and time-saving method
with multielement capabilities.

ABSTRACT

Fire assay is the most common
technique for the determination
of precious metals in rock and
ore samples, and is generally
accurate for the determination of
gold. However, with the develop-
ment of modern laboratory tech-
niques such as Inductively
Coupled Plasma-Optical Emission
Spectrometry (ICP-OES) and
Inductively Coupled Plasma-Mass
Spectrometry (ICP-MS), alterna-
tive methods have become avail-
able which offer the advantages
of rapid determination of small
concentrations of gold in a num-
ber of samples for preliminary
exploration studies. 

A multi-parametric linear
regression model was used to
estimate the observed interfer-
ences and using this model, the
gold content in ores has been
estimated. 

A simple analytical method for
the determination of gold in ore
samples using ICP-OES is
reported and these results show
that this method can be success-
fully applied when the gold con-
centration is high (above
0.7ppm) with an error in the
range of 9–11% in ore samples.
The advantage of this method
over conventionally adopted Fire
Assay is small sample size and
larger sample throughput. 

EXPERIMENTAL

Instrumentationl

A Shimadzu GVM-1014P (Japan)
vacuum ICP-OES was used for
analysis of the samples. A Varian
Ultra Mass 700 (Victoria, Australia)
ICP-MS was used for interlaboratory
comparison.

Reagents and Standards

All metal solutions used in this
study were prepared from Johnson-
Matthey SpecPure (San Diego, Cali-
fornia, USA) samples. Two standard
reference materials of gold from
CANMET (Toronto, Ontario,
Canada) were used for validation
and calibration purposes.

Measurements

The measurements were
performed using the gold emission
line at 242.2 nm. Initial
experiments were carried out using
1 ppm of gold to optimize the
instrumental parameters. The opti-
mum instrumental parameters
selected for this study are listed in
Table I. The methodology was vali-
dated with gold ore standards and
applied for the determination of
gold-bearing ores from Purulia,
West Bengal. One gram gold ore
was digested in 15 mL HNO3, the
silica was removed by adding HF
acid, and  gold was subsequently
taken into solution by aqua regia.

Interference Study

The analytical protocol for the
determination of gold ore was
established with synthetically pre-
pared solutions of gold, and the
most likely interferents such as W,
Mn, Ti, Cr, Fe, Ta, and Pt. A semi-
quantitative analysis was carried

Taking advantage of this, an attempt
has been made to use this
technique for the determination of
gold in a number of ore samples
from Purulia, West Bengal, India, for
pre-exploration studies without
prior separation of the matrix. 

*Corresponding author
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Group, Defence Metallurgical Research
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Hyderabad (A.P.), India
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out for 30 elements in gold ore
samples of Purulia, WB, to establish
their abundance (Table II) in the
ore samples. 

Each of these 30 elements (pure
synthetic solutions) was aspirated
and measurements were made at
the gold wavelength of 242.2 nm to
establish whether these elements
contribute to spectral interferences
(Table III). Out of 30 elements stud-
ied, 12 elements were found to give
substantial background intensity
(above 0.1) at 242.2 nm compared
to gold intensity of 0.36125. The
concentration of Ca and V is high in
ore samples, but their intensity at
the gold emission line is very low
(approximately 0.104) and are con-
sidered not important. Even though
the concentration of Cu (H to L ),
Ni (H to UT), and Al (H to L) varies
from low to high concentrations,
their intensity at the gold
wavelength is negligible (below
0.16), much lower than the gold
intensity (0.36125) and, hence,
these elements are not considered
for interference studies. The
remaining seven elements were
identified as significant elements as
the concentration of Fe, Cr, Mn,

and W was high (see Table II) and
the background intensity of Ti, Ta,
and Pt is substantial (see Table III). 

The objective of this investiga-
tion was to study the effect of these
seven matrix elements (Fe, Cr, Mn,
W, Ti, Ta, and Pt) on gold estima-
tion. All solutions were prepared in
5% (v/v) HNO3. The concentration
(ppm) ranges of the sample matrix
elements were maintained as fol-
lows: 
W = 0–100 ppm; Mn = 0–50 ppm;
Ti = 0–50 ppm; Cr = 0–50 ppm; 
Fe = 0–250 ppm; Ta = 0–10 ppm;
Pt = 0–10 ppm. 

These concentrations were cho-
sen to cover the wide variations in
ore samples obtained from Purilia
(see Table II). The effect of individ-
ual interferents on the analyte sig-

nal obtained from the binary solu-
tions was used to predict the total
interference effect on the gold sig-
nal (Table IV). Every measured
value was an average of five repli-
cate measurements and was found
to be within ± 2σ. Table IV repre-
sents a typical binary mixture (6x6)
of Fe–Au showing the set of con-
centrations (in ppm) in which
Fe–Au solutions were prepared. For
example, a binary solution of
Fe–Au, solution No. 15 (Table IV)
contains 1 ppm of gold and 50 ppm
of iron in the binary mixture. The
other binary systems, such as
Mn–Au and W–Au, were prepared
in a similar manner in order to com-
pute the coefficients.

TABLE I
Instrumental Parameters 

for ICP Study

RF power 1.2 KW 

Argon flow rates

-- Outer gas 16 L/min

-- Intermediate gas 0.4 L/min

-- Carrier gas 1.2 L/min

-- Purge (argon) gas 4 L/min

Observation height 15 mm

Focal length 1000 mm

Polychromator Paschen Runge
mounting

Linear dispersion 0.467 nm/mm

Exit slit 30 µm

TABLE II
List of Probable Interferents and Their Abundances in 

Gold Ores from Purulia, West Bengal

1. Ag T 11. Ga UT 21. Se UT
2. Al H to L 12. Mg H 22. Si H to T
3. As A 13. Mn H 23. Sn A
4. Bi A 14. Mo UT 24. Ta T to UT
5. Ca H 15. Nb A 25. Te A
6. Cd A 16. Ni H to UT 26. Ti H to T
7. Co UT 17. P H to T 27. U H to L
8. Cr H 18. Pb UT 28. W H to UT
9. Cu H to L 19. Pt L to UT 29. Zn UT

10. Fe H 20. Sb A 30. Zr A

H: High (100 ppm and above) L: Low (10-100 ppm)
T: Trace (1-10 ppm) UT: Ultra Trace (Below 1 ppm)
A: Absent

TABLE III
List of Elements Studied at Gold Wavelength (242.2nm) 

and Their Emission Intensities

Blank 0.10070 Au 0.36125

Cu (1000ppm) 0.16085 Ta (10ppm) 0.13060
Mn (50ppm) 0.21995 Ti (1000ppm) 0.10395
Mg (100ppm) 0.10360 Ca (100ppm) 0.10360
Cr (1000ppm) 0.13570 W (100ppm) 0.13040
Ni (1000ppm) 0.10116 Fe (1000ppm) 0.15385

Al (1000ppm) 0.10090 Pt (100ppm) 0.10590
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RESULTS AND DISCUSSION

Spectral Interferences

The spectral interference from
these seven (Fe, Cr, Mn, W, Ti, Ta
and Pt) accompanying
concomitants (Table III) on the
intensities of gold was investigated.
A calibration curve was drawn for
each of these seven elements at the
gold wavelength and their intensi-
ties were plotted against 1 ppm
pure gold to arrive at the gold
equivalent concentration. This is
the concentration that is recorded
by the concomitants other than the
gold concentration (Table V). 

From Table V it can be see that
these seven matrix elements will
give a substantial emission intensity
signal at the gold emission line
ranging from 0.017 ppm (for Pt) to
0.456 ppm (for Mn) even at low
concentrations (10–50 ppm). A
software program was developed to
calculate the gold equivalents for
each of the concomitants and to
establish the total gold equivalent.
The true gold value was obtained
by substracting the total gold equiv-
alent from the net gold concentra-
tion. 

Chemical Interferences

Computational elimination of
interelement interferences has
received much attention recently
because of its simplicity and practi-
cal utility. In this study, we used a

simple mathematical model for the
interference study proposed origi-
nally by Thompson et al. (6) and
Pszonicki (7,8).

Interference of a major
constituent on a trace analyte can
be considered due to two compo-
nents: either independent of or
dependent on the trace analyte con-
centration (Figure I). Line ‘a’ is the
calibration curve for the pure ele-
ment (analyte). Line ‘b’ represents a
parallel shift in the calibration
curve due to interference. This is
known as a ‘translational’ effect and
is independent of analyte concen-
tration. Such interference in ICP is
obtained because of a background.
Curves ‘c’ and ‘d’ represent, respec-
tively, linear and non-linear ‘rota-
tional’ shifts of the calibration
curves. In both cases, the analyte
signal is a function of both analyte
and interferent concentrations.
Rotational shift of the calibration
curve, being a function of both ana-
lyte and interferent concentrations,
may be expressed as:

ya = yt . f(x) (Eq. 1)

where ya and yt are, respectively,
the apparent and true concentra-
tions of the analyte and f(x) is a
function of the interferent concen-
trations, x. Assuming f(x) to be a
linear function of x, one can write:

ya = yt . (Ax+C) (Eq. 2)

It is evident from Equation 1 that
at x = 0, f(x) = 1, which indicates
that there is no interference at all.
Equation 2 may then be rewritten as:

ya = yt . (Ax+1) (Eq. 3)

Similarly, the translational effect,
being independent of analyte con-
centration, may be expressed as:

ya = yt + f(x) (Eq. 4)

where ya, yt and  f(x) bear the
same meaning as stated before.
Assuming f(x) to be a linear func-
tion of x, Equation 4 may be rewrit-
ten as :

ya = yt + (Bx+C) (Eq. 5)

TABLE IV
Example of Synthetic Binary Mixture Used in Interference Study*

0 ppm 0.5 ppm   1.0 ppm   2.0 ppm   4.0 ppm   8.0 ppm

Au Au Au            Au            Au            Au

Sol. No. Sol. No. Sol. No. Sol. No. Sol. No. Sol. No.

0 ppm Fe        1 2 3 4 5 6
25 ppm Fe 7 8 9 10 11 12
50 ppm Fe      13 14 15 16 17 18
100 ppm Fe    19 20 21 22 23 24
200 ppm Fe 25 26 27 28 29 30
250 ppm Fe 31 32 33 34 35 36

TABLE V
Apparent Gold Concentrations
of the Interferents Present in

Purulia Ore Samples

Element Conc.         Apparent
Gold Conc. 

(ppm) (ppm)

W 100 0.0450
Mn 50 0.4557
Ti 50 0.0050
Cr 50 0.0050
Fe 250 0.0755
Ta 10 0.1010

Pt 10 0.0166

Fig. 1. Different types of interferences:
(a) calibration curve with pure com-
ponent, (b) translational effect, 
(c) linear rotational effect, and 
(d) non-linear rotational effect.

*Each solution contains Fe-Au, I.e., solution No. 15 contains 1 ppm Au and 50 ppm Fe.
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As stated before, at x=0 f(x)=0,
there is no interference at all.
Equation 5 may be rewritten as:

ya = yt + Bx (Eq. 6)

combining rotational and transla-
tional effects:

ya = yt (1+Ax) + Bx (Eq. 7)

Thompson et al. (6) calculated
coefficients A and B (the character-
istic coefficients representing the
binary analyte-interferent pair
under consideration) by a graphical
method. In this work, A and B are
calculated from a linear regression
of Equation 7 for every analyte-
interferent pair. These coefficients
serve as characteristic coefficients
for calculating the interference
effect in a multicomponent system.
For such a system, Equation 7 may
be generalized as :

ya = yt (1+ ∑i Ai xi ) +  ∑i Bi xi

(Eq. 8)

where ‘i’ is the number of inter-
ferents; xi is the concentration of
the ith interferent, and Ai; Bi the
characteristic coefficients for the
pertinent analyte interferent pair.
Equation 8 may be rearranged to pre-
dict the true analyte concentration:

ya - ∑i Bi xi

yi =    -------------------- (Eq. 9)

1+ ∑i Ai xi

The characteristic coefficients 
(A and B for every binary, gold-
interferent pair) were found by lin-
ear regression analysis.

Analytical Application

To verify the applicability of the
proposed model, three synthetic
mixtures were prepared. Calibra-
tion curves for gold and inherent
elements (Fe, Cr, Mn, W, Ti, Ta,
and Pt) were prepared taking solu-
tions of pure gold and matrix ele-
ments. The concentrations of gold
and of the interferent present in the
synthetic mixture were estimated
using the calibration curves
prepared earlier. The apparent gold
concentrations thus obtained from
the pure gold calibration curve
were subjected to the computational
correction for interference using
the coefficients A and B. The cor-
rected gold concentrations agreed
well with the known gold concen-
tration in the synthetic solutions.
Table VI shows the apparent and
corrected concentrations of gold
using the coefficients A and B.

From Table VI it is clear that the
corrected values are within the
range of experimental error and in
good agreement with the true val-
ues. The performance of the pre-
sent model is therefore considered
satisfactory. 

Six real samples were analyzed
for gold using the above model and
the results are shown in Table VII.
The corrected values are in good
agreement with the fire assay val-
ues in the case of the first three
samples (Sample No. 1 to Sample
No. 3) and standards (Sample No. 8
to Sample No.11). In the case of the
remaining samples (Sample No. 4
to Sample No. 7), the corrected val-
ues are satisfactory and give an
approximation of the gold concen-
tration, which will help in carrying
out pre-exploratory studies. This
variation may be due to the low
concentration of gold and the com-
plex nature of the ore sample.

TABLE VI
Analysis of Synthetic Solutions Using the Interference Correction Model

Synthetic Concentrations in ppm Gold (ppm)
Solutions          W Mn Ti Cr Fe Ta Pt Added Found

1S 25.0 25.0 0.0 5.0 50.0 5.0 1.0 0.02 0.03
* 21.4 27.3 0.0 5.4 54.5 3.9 1.5 – –
# 0.01 0.23 0.0 0.0 0.01 0.02 0.0 – –
2S 5.00 5.00 0.0 12.5 100.0 2.5 2.5 0.20 0.25
* 4.80 5.60 0.0 108.3 2.1 2.95 – –
# 0.0 0.05 0.0 0.0 0.03 0.02 0.0 – –
3S 50.00 25.0 0.0 25.0 125.0 1.0 5.0 0.20 0.16
* 45.2 25.7 0.0 24.90 124.7 1.5 5.5 – –

# 0.03 0.22 0.0 0.0 0.03 0.02 0.01 – –

*  Indicates the concentration of the concomitants found.
# Indicates the corresponding gold equivalent.
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CONCLUSION

Fire assay is the most accurate
method for the determination of
gold. However, with the develop-
ment of instrumental techniques
like ICP-OES, alternative methods
have become available which may
offer the advantage of rapid deter-
mination of gold and also the
advantage of the analysis of a num-
ber of samples. The results for the
gold analysis from the present
method are in good agreement with
Fire Assay results when the gold
concentration is high (above
0.7ppm). The results for gold stan-
dards are very much in good agree-
ment with certified values and this
may be due to the fact that the

matrix composition is known and a
proper correction factor can be
applied. In the case of low gold
concentration in the ores, the error
is very high and this method gives
an approximate value of gold pre-
sent in the ore samples. This
method is very useful for pre-
exploratory studies where sample
number and time of analysis is
important. This is not possible with
Fire Assay as this method is time-
consuming, requires large sample
size, and is not environmentally
safe.  

Revision received April 23, 2004.
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TABLE VII
Analysis of Real Samples 

Using the Interference Correction Model

Sample No. Sample Gold Content (ppm)
Fire Assay ICP-OES

(After Correction)

1. Ghatsila conc 3.0 2.67
2. Ghatsila Tails 0.10 0.20
3. M/9731 0.70 0.70
4. KM/142 1.20 2.80
5. BC/322 0.10 1.21
6. KB/166 0.08 0.14
7. B/7604 0.04 0.36
8. CANMET-MA-1b 16.8 18.00

(Certified Value: 17ppm)
9. CANMET-MA-2b 2.41 2.25

(Certified Value: 2.39ppm)
10. OX-12 6.36 8.13

(Certified Value: 6.6ppm
11. OX-11 3.02 3.42

(Certified Value: 2.94ppm
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INTRODUCTION

It is well known that cadmium
can accumulate in human organs
and cause serious diseases such as
cancer, hypercalciuria, and the very
painful illness called itai-itai (‘ouch-
ouch’) disease (1). Genotoxical
studies show that cadmium acts as
an inhibitor of DNA mismatch
repair in yeast (2). In a recent rat
study, it was reported that
cadmium can also act as an estro-
gen mimic and exert adverse
effects on the estrogen-responsive
tissues of the uterus and the mam-
mary glands (3). These study results
have drawn renewed attention to
the pollution and toxic effects of
cadmium, and will contribute in
revising the regulatory standards
for cadmium exposure. Because of
the generally low concentration
levels of cadmium in nature, notice-
able adverse effects to the environ-
ment and human beings are very
low. It is therefore very important
to develop effective analytical
methods for the trace level determi-
nation of cadmium in samples with
complex matrices. To investigate
cadmium concentrations at the ppb
or ppt levels, graphite furnace
atomic absorption spectrometry
(GFAAS) is one of the most favored
choices. Unfortunately, the deter-
mination of cadmium in seawater is
difficult even with GFAAS,
equipped with Zeeman-effect back-
ground correction, not only due to
the low Cd levels in the samples
but also due to the severe interfer-
ences caused by high-salinity matri-

ABSTRACT

A method based on cloud
point extraction was developed
to determine cadmium at the
nanogram per liter level in seawa-
ter by graphite furnace atomic
absorption spectrometry.
Diethyldithiocarbamate (DDTC)
was used as the chelating reagent
to form Cd-DDTC complex; Tri-
ton X-114 was added as the sur-
factant. The parameters affecting
sensitivity and extraction
efficiency (i.e., pH of the solu-
tion, concentration of DDTC and
Triton X-114, equilibration tem-
perature, and centrifugation
time) were evaluated and opti-
mized. Under the optimum con-
ditions, a preconcentration factor
of 51.6 was obtained for a 20-mL
water sample. The detection limit
was as low as 2.0 ng L–1 and the
analytical curve was linear in the
10.0–200.0 ng L–1 range with sat-
isfactory precision (RSD <4.7%).
The proposed method was suc-
cessfully applied to the trace
determination of cadmium in
seawater. 

uid–liquid extraction (LLE) (13–16),
and solid-phase extraction (SPE)
(17–21) is necessary before routine
determination of cadmium at the
nanogram per liter level in seawater
with ordinary graphite tubes.
Unfortunately, all of these methods
require a large sample volume and
they are time-consuming. In partic-
ular, the traditional liquid–liquid
extraction method is not only time-
consuming and labor-intensive but
is also dangerous to analysts
because of the large volume of
volatile organic solvent required. 

As a green liquid–liquid extrac-
tion method, cloud point extraction
(CPE) has been employed in analyti-
cal chemistry to separate and pre-
concentrate organic compounds
(22–24) and metal ions (25–29).
Compared with the traditional
organic liquid–liquid extraction,
cloud point extraction requires a
very small amount of relatively non-
flammable and nonvolatile surfac-
tants that are benign to the
environment. Aqueous solutions of
non-ionic surfactants may separate
in two phases in a narrow tempera-
ture range, called the cloud point.
Using appropriate conditions such
as temperature, pressure, and pH
value, the solution containing the
surfactant becomes turbid and sep-
arates into a surfactant-rich phase
(in very small volume) and the
remaining larger volume (bulk
amount) into the diluted aqueous
solution with the surfactant con-
centration, which is approximately
equal to its critical micelle concen-
tration (CMC). The hydrophobic
analytes of the solution are
extracted into the surfactant-rich
phase. Since the surfactant-rich
phase volume is very small in com-

ces. To decrease matrix
interferences during GFAAS analy-
sis, different kinds of atomizers
(4–8) have been developed.
Although these types of atomizers
are effective to some extent, they
are not available in many laborato-
ries for routine analysis. The use of
chemical matrix modifiers is
another way to decrease the inter-
ferences from the matrix (9,10),
but it is not usually adequate for
seawater sample analysis. In this
case, some sample pretreatment
(preconcentration and separation
from matrices) including electroly-
sis (11), coprecipitation (12), liq-
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parison to the initial solution vol-
ume, a high enrichment factor can
be obtained.    

Pinto et al. (25) reported using 
1-(2-pyridylazo)-2-naphthol (PAN)
and Chen et al. (27) used 1-(2-thia-
zolylazo)-2-naphthol (TAN) as the
chelating reagent with Triton® X-
114 as the surfactant to extract
ultratrace cadmium in seawater
after cloud point extraction. The
determination was performed using
flame atomic absorption spectrome-
try. Although higher enrichment
factors were achieved, the concen-
tration of cadmium in seawater was
too low to be compatible for the
detection limit capability of a FAAS
system. Cadmium determination at
the nanogram per liter levels in sea-
water samples has only been suc-
cessfully performed by complexing
O,O-diethyl-dithiophosphate
(DDTP) with cadmium, followed by
cloud point extraction and ultra-
sonic nebulization inductively cou-
pled plasma mass spectrometry
(ICP-MS) (30). 

In the present study, a method
was developed for the trace level
determination of cadmium (ng L–1

level) in seawater employing cloud
point extraction coupled with
GFAAS using diethyldithiocarbamate
(DDTC) as the chelating reagent
and Triton X-114 as the surfactant.
The results obtained after extrac-
tion show that cadmium was deter-
mined successfully, with
satisfactory recoveries and preci-
sion.

EXPERIMENTAL

Instrumentation

A Hitachi Z-5700 atomic absorp-
tion spectrometer (Hitachi High-
Technologies Corporation, Japan),
equipped with Zeeman background
correction and a cadmium hollow-
cathode lamp as the radiation
source, was used. The working con-
ditions (listed in Table I) were
adjusted  in accordance with the

manufacturer’s recommendations.
The absorbance signals were mea-
sured as peak height with manual
injection. A thermostated bath (TB-
85 Therma Bath, Shimadsu, Japan),
maintained at the desired tempera-
ture, was used to obtain cloud
point preconcentration. A centrifuge
and calibrated centrifuge tubes
(Beijing Medicinal Instrument Com-
pany, P.R. China) were used to
accelerate the phase separation
process. The Easypure System
(Model D7382-33, Barnstead Ther-
molyne Corporation, Dubuque, IA,
USA) produced the deionized water
(18 MΩ) used for this study.

Reagents and Standard
Solutions 

All reagents used were of analyti-
cal grade. Working standard solu-
tions were obtained by appropriate
dilution of the stock standard solu-
tion (1000 µg mL–1) with distilled
water. The non-ionic surfactant Tri-
ton X-114 (Acros Organics, New
Jersey, USA) was used without fur-
ther purification. The DDTC aque-
ous solution was prepared by
dissolving appropriate amounts of
sodium diethyldithiocarbamate
(NaDDTC) (Beijing Chemical Fac-
tory, P.R. China) immediately
before each experiment.

The materials and vessels used
for trace analysis were kept in 10%
(v/v) nitric acid for at least 48 h and

were subsequently washed four
times with deionized water
(obtained from the Easypure Sys-
tem) before use.

Cloud Point Extraction 
Procedure 

For the preconcentration of Cd,
aliquots of 20.0 mL of the cold sam-
ple solution containing the analyte,
1.5 g L–1 Triton X-114 and 0.01 g L–1

DDTC, buffered at a suitable pH,
were mixed and kept for 20 min in
the thermostatic bath at 40oC. Then
the phase separation was acceler-
ated by centrifugation for 6 min at
3000 rpm. After cooling in an ice-
bath for 5 min, the surfactant-rich
phase was separated with a syringe.
After removing the bulk aqueous
phase, the remaining micellar
phase (about 100 µL) was treated
with 100 µL of the methanol solu-
tion of 1% (v/v) nitric acid to
reduce its viscosity. Then, 20 µL of
the sample was introduced into the
GFAAS by manual injection. During
the experiment, 10 µL of 200 mg
L–1 Pd(NO3)2 of the chemical modi-
fier was applied.

The conventional liquid-liquid
extraction of Cd in Cd-DDTC com-
plex form in the samples using CCl4
was carried out to compare these
results with the cloud point extrac-
tion method results. 

TABLE I
Instrumental Operating Conditions

Lamp Current 9 mA Cuvette A-type
Wavelength 228.8 nm Gas Flow 30 mL min–1

Slit 1.3 nm Sample Volume 20 µL

Temperature Program

Stage   Temperature (oC)          Ramp Time    Hold Time 
Start End

Drying 80 140 40 s
Ashing 300 300 20 s
Atomizing 1600 1600 5 s

Cleaning 2000 2000 4 s
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Extraction of Cd in Real 
Samples 

The seawater samples were fil-
tered through a 0.45-µm pore size
membrane filter to remove the sus-
pended particulate matter and then
stored at 4oC in the dark. A 20-mL
sample, adjusted at pH 9 with
ammonia and nitric acid, was sub-
mitted to the cloud point extrac-
tion procedure for preconcentration
using 1.5 g L–1 Triton X-114 and
0.01 g L–1 DDTC. After phase sepa-
ration, a 100-µL methanol solution
containing 1% (v/v) nitric acid was
added to the surfactant-rich phase.
The treated samples were
introduced into the GFAAS by man-
ual injection.

RESULTS AND DISCUSSION

Effect of pH 

The extraction efficiency,
depending on the pH values at
which the cloud point extraction
of Cd was performed, was
optimized. As an important para-
meter, the effect of pH on the
extraction of Cd was investigated
in the 1–13 pH range and the
results are illustrated in Figure 1. 
It was found that the atomic
absorbance reached maximum at

pH 9, at which point maximum
extraction efficiency was obtained.
For this study, pH 9 was selected as
the working pH.

Effect of DDTC Concentration

In general, the concentration of
a chelating reagent has a remark-
able influence on the extraction
efficiency. In order to select the
optimum concentration of DDTC
(while keeping other experimental
parameters constant), the effect of
the concentration of the chelating
reagent on the extraction efficiency
was examined and the results are
presented in Figure 2. It can be
seen that maximum signals were
obtained at 0.01 g L–1 DDTC
(–logCDDTC = 2); therefore, 0.01 g
L–1 DDTC was chosen as the chelat-
ing reagent for this study.

Effect of Concentration of 
Triton X-114

For a successful cloud point
extraction procedure, Triton X-114
was chosen for the formation of the
surfactant-rich phase due to its low
cloud point temperature (23–25ºC)
and high density of the surfactant-
rich phase (31). The properties of
Triton X-114 facilitate the extrac-

tion procedure and phase separa-
tion by centrifugation. In this
experiment, the variation of extrac-
tion efficiency upon the surfactant
concentration in the 0.1–4.0 g L–1

range was investigated and the
results are shown in Figure 3. It can
be seen that the absorbance signal
increased with an increase in con-
centration of Triton X-114 up to 1.0
g L–1. When the concentration of
Triton X-114 was varied between
1.0 and 2.5 g L–1, the signal kept a
plateau, which shows that a quanti-
tative extraction by cloud point
extraction was obtained. With an
increase in Triton X-114 concentra-
tion over 2.5 g L–1, the signal
decreased because of an increase in
the volume and viscosity of the sur-
factant phase. Based on these
experimental results, 1.5 g L–1 Tri-
ton X-114 was adopted as the opti-
mum amount to achieve best
analytical signals and highest
extraction efficiency.

Effect of Equilibration 
Temperature 

The best analyte preconcentra-
tion factor was achieved when the
cloud point extraction procedure
was processed at equilibration tem-

Fig. 1. Effect of pH on preconcentration of Cd. Conditions: 
0.20 ng mL–1 Cd 20 mL, 0.01 g L–1 DDTC, 1.5 g L–1 Triton X-
114 at 40ºC. Other experimental conditions are described in
Cloud point extraction procedure section. 

Fig. 2. Influence of DDTC concentration on the absorbance
signal of Cd. Conditions: 0.20 ng mL–1 Cd 20 mL, pH 9.0, 
1.5 g L–1 Triton X-114 at 40ºC. Other experimental conditions
are described in Cloud point extraction procedure section.
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peratures that were well above the
cloud point temperature of the sur-
factant (32). The enrichment factor
was also affected by time (33).
Thus, it was necessary to examine
the effect of temperature on cloud
point extraction. In order to
employ the shortest incubation
time and the lowest possible equili-
bration temperature, and to ensure
the completion of the reaction and
the efficient separation of phases,
the effects of equilibration tempera-
ture and time were examined. Fig-
ure 4 shows the effects of
equilibration temperature on the
absorbance signal. Maximum sig-
nals were obtained at temperatures
between 30–50ºC. At 20ºC, which
was below the cloud point temper-
ature of Triton X-114, two phases
cannot be formed and the metal
complex cannot be extracted.
When the temperature was above
60ºC, the signal decreased due to
the decomposition of the Cd-DDTC
complex. Therefore, 40ºC was
selected as the working equilibra-
tion temperature.

The equilibration time was also
selected based on the best signal
and efficient extraction obtained in
the time span between 5–60 min. It

was found that an incubation time
of 20 min was sufficient for quanti-
tative extraction, and 20 min was
subsequently chosen as the equili-
bration time for our experiments.

Effect of Centrifugation Time

The effect of centrifugation time
on extraction efficiency was stud-
ied in the time range of 1–30 min at
3000 rev. min–1. The results
showed that there were no appre-
ciable improvements time periods
longer than 5 min at which com-
plete separation occurred. A cen-
trifugation time of 6 min was
therefore selected as optimum.

Figures of Merit 

Calibration curves were
constructed by preconcentrating 
20 mL of standard solutions with
1.5 g L–1 Triton X-114. The surfac-
tant-rich phase was diluted with
100 µL of a solution of methanol
containing 1% (v/v) nitric acid to
reduce its viscosity. Then, 20 µL 
of diluted solution was introduced
into the GFAAS by manual
injection. Under the optimum
experimental conditions, the cali-
bration curve for Cd was linear
from 0.01 to 0.20 ng mL–1 with

good relative standard deviation
(RSD<4.7%) and a detection limit
(3δ) (reagent blank, n=6) as low as
0.002 ng mL-1 was obtained. Figures
of cloud point extraction and con-
ventional liquid-liquid extraction by
CCl4 are compared in Table II. An
enrichment factor of 51.6-fold was
obtained by preconcentrating a 20-
mL solution. Further improvement
can be obtained by employing
larger amounts of the sample solu-
tion or by diluting the surfactant-
rich phase to a smaller volume with
the methanol solution.

Interferences

Cations that may react with
DDTC and anions that may form
complexes with cadmium were the
two main interferences affecting
the preconcentration process. The
effects of representative potential
interfering species were tested and
the results are listed in Table III.
The results show that cadmium
recoveries were almost quantitative
in the presence of most foreign
cations, except for Hg2+, Sn4+, Pb2+

which led to negative interferences
with recoveries of 62.9%, 71.3%,
79.8%, respectively. The
absorbance profiles are shown in

Fig. 3. Variation of the analytical signal of the Cd with Triton
X-114 concentrations. Conditions: 0.20 ng mL–1 Cd 20 mL, pH
9.0, 0.01 g L–1 DDTC at 40ºC. Other experimental conditions
are described in Cloud point extraction procedure section.

Fig. 4. Effect of equilibration temperature on the analytical
signal. Conditions: 0.20 ng mL–1 Cd 20 mL, pH 9.0, 0.01 g L–1

DDTC, 1.5 g L–1 Triton X-114 at 40ºC. Other experimental
conditions are described in Cloud point extraction procedure
section.
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Figure 5. The peak shapes were not changed for co-
extraction of Hg2+, Sn4+, Pb2+ and these interferences can
be avoided by employing a higher concentration of
DDTC reagent (0.10 g L–1). The results indicated that the
interferences by Hg2+, Sn4+, Pb2+ resulted mainly from
the metal complex formation with DDTC. Under the
experiment conditions employed, interferences were not
detected in the real samples, resulting in satisfactory
recoveries of 84.8–108.9%.

Real Sample Analysis 

The method proposed was applied to the determina-
tion of Cd in seawater samples to test its reliability and
practicality. Six seawater samples from the East China
Sea (collected in November 2002) were preconcentrated

TABLE II
Analytical Characteristics of the Different Preconcentration Methods for Cd

Method Solvent Enrichment         D.L. R.S.D. Regression Equation R2

Factor (ng mL–1)c (%)

Without Preconcentration -- 1 0.101 2.7 A=0.026C+0.0056 0.9992

Liquid–liquid Extractiona CCl4 16.2 0.007 3.9 A=0.4216C+0.0092 0.9945

Cloud-point Extractionb Triton X-114 51.6 0.002 4.7 A=1.3402C+0.0087 0.9961

a Sample volume was 100 mL, CCl4 volume was 5 mL.
b Sample volume was 20 mL, Triton X-114 rich phase volume was 0.10 mL.
c D.L. means detection limit (3δ) (reagent blank).

TABLE III
Influence of Foreign Ions on the 

Preconcentration and Determination of Cd* 

Foreign Foreign Ion Recovery 
Ion to Analyte Ratio (%)a

Cl– 2.5×108 98.1±2.1
SO4

2– 8×107 96.7±1.7
HCO3

– 1×104 103.2±3.1
CO3

2– 1×104 94.6±1.2
NO3

– 1×104 99.0±3.4
F- 1×104 97.7±2.7
Fe3+ 2000 98.7.±1.9
Fe2+ 2000 95.4±4.2
Zn2+ 2000 105.2±3.5
As3+ 1000 94.2±1.8
As5+ 1000 103.2±2.4
Cr6+ 500 102.4±2.9
Cr3+ 500 98.5±1.1
Mo6+ 500 89.1±2.9
Bi3+ 500 97.9±3.4
Cu2+ 200 101.8±2.6
Mn2+ 100 94.2±3.1
Co2+ 50 91.3±0.9
Ni2+ 50 99.1±4.1
Pb2+ 50 79.8±3.8
Sn4+ 50 71.3±2.9

Hg2+ 10 62.9±3.7

a Mean±standard deviation (95% confidence interval, n=6).
*Preconcentration step: 0.10 ng mL–1 Cd2+, pH 9.0, 
0.01 g L–1 DDTC, 1.5 g L–1 Triton X-114 at 40ºC. 

Fig. 5. Absorbance profiles of Cd obtained with and without
interferences. 
A: 0.10 ng mL–1 Cd2+ with 1.0 ng mL–1 Hg2+, 0.01 g L–1 DDTC; 
B: 0.10 ng mL–1 Cd2+ with 5.0 ng mL–1 Sn4+, 0.01 g L–1 DDTC;
C: 0.10 ng mL–1 Cd2+ with 5.0 ng mL–1 Pb2+, 0.01 g L–1 DDTC;
D: 0.10 ng mL–1 Cd2+ with 1.0 ng mL–1Hg2+, 5.0 ng mL–1 Sn4+

and 5.0 ng mL–1Pb2+, 0.10 g L–1 DDTC; 
E: Standard solution of 0.10 ng mL–1 Cd2+ without any inter-
ference, 0.01 g L–1 DDTC, other conditions in this test are the
optimal as described in the text.
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by cloud point extraction and ana-
lyzed by GFAAS. For this purpose,
20 mL of each water sample was
preconcentrated with 1.5 g L–1 Tri-
ton X-114 and 0.01 g L–1 DDTC.
The results of the real sample analy-
sis are listed in Table IV. The con-
centrations of Cd in these samples
were in the range of 0.051–0.156
ng mL–1. Recovery tests were car-
ried out with standard cadmium-
spiked real seawater samples at
three different concentrations. The
obtained recoveries (84.8–108.9%)
were satisfactory and indicated that
the method can be successfully
applied to real samples.

CONCLUSION

Compared with conventional
liquid–liquid extraction, cloud
point extraction (CPE) is a much
more environmentally friendly
method and is safer for the analysts
because of the small volume of
innoxious surfactants used in place
of toxic organic solvents. The sur-
factant can be easily introduced
into the GFAAS by manual injection
after dilution with a methanol solu-
tion containing nitric acid. Interfer-
ences from anions such as chlorine
and humic acid can be avoided
since the metal complexes are sepa-
rated. Under optimum conditions, a
preconcentration factor of 51.6 was

obtained for a 20-mL water sample.
The detection limit was as low as
2.0 ng L–1 and the analytical curve
was linear in the 10.0–200.0 ng L–1

range with satisfactory precision
(RSD <4.7%). The proposed
method was successfully applied to
the trace determination of
cadmium in seawater with satisfac-
tory recoveries (84.8–108.9%). The
experiment proved that cloud
point extraction is a convenient,
safe, simple, rapid, and inexpensive
preconcentration method for cad-
mium determination at the
nanogram per liter levels in seawa-
ter samples, resulting in a high
enrichment factor. 

TABLE IV
Determination of Cd in Real and Spiked Samples

Sample Location Measured Spiked Found Recoverya

No. (ng mL–1) *            (ng mL–1) (ng mL–1) * (%)

0.050 0.110±0.003 118.0

W1 31o59.893’ N; 123o30.195’ E 0.051±0.002 0.085 0.142±0.005 107.1

0.120 0.163±0.006 93.3

0.050 0.117±0.004 96.0

W2 31o30.092’ N; 123o00.272’ E 0.069±0.004 0.085 0.149±0.005 94.1

0.120 0.193±0.003 103.3

0.050 0.161±0.005 104.0

W3 31o00.460’ N; 122o29.870’ E 0.109±0.005 0.085 0.179±0.007 82.4

0.120 0.213±0.006 86.7

0.100 0.241±0.009 85.0

W4 30o41.866’ N; 122o43.798’ E 0.156±0.003 0.150 0.283±0.010 84.7

0.200 0.312±0.008 78.0

0.050 0.135±0.004 98.0

W5 30o30.603’ N; 123o29.623’ E 0.086±0.004 0.085 0.176±0.006 105.9

0.120 0.199±.009 94.2

0.100 0.219±0.008 98.0

W6 30o00.220’ N; 123o00.507’ E 0.121±0.003 0.150 0.248±0.011 84.7

0.200 0.286±0.007 82.5

* Mean ± standard deviation (95% confidence interval, n=6).

a 100 × [(Found-base )/spiked].
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INTRODUCTION

Wine quality is affected by sev-
eral factors. Historically, the exper-
tise of the sage winemaster was
used to gauge the quality of the
product. Nowadays, many environ-
mental concerns, health factors,
and governmental rules prompt the
producers of fine wines to monitor
several important components in
the grape must, the fermentation
vats, and in the final wine.

One of them is the content of
metallic ions. The knowledge of
metal content in wine is used to
identify the geographic region in
which the grapes were grown and
the type of pesticide applied as
well. It also enables to assure some
of the organoleptic characteristics
of wine and to carry on close con-
trol of the toxic metals content in
the final product (1–14).

As a way to control the metal
ions in wine, some countries have
imposed rules restricting metal con-
tent in wines. These rules must be
followed by the producers to gain
the right to export to the markets.
For instance, the Office International
de la Vigne et du Vin (OIV) has leg-
islated the concentrations to 0.2
mg/L As, 0.01 mg/L Cd, 1 mg/L Cu,
0.2 mg/L  Pb, 60 mg/L Na, and 
5 mg/L Zn (15).

It is well-known that several ele-
ments in the finished wine influ-
ence both its stability and its color
and clarity. During the wine-making
process, iron may form insoluble
precipitates or colloidal forms
which flocculate and result in unde-
sirable turbidity (16–17).

The origin of copper in wine can
be attribued to exogenous origins
or to the very nature of the grapes
themselves. High concentrations of
this metal can be attributed to the
application of copper-based com-
pounds (copper sulphate, dicopper
chloride trihydroxide) to the
grapevine as a plant fungicide. Cop-
per is also responsible for turbidity
and unfavorable flavor changes
(17–18). Zinc is responsible for
undesirable flavors in wine and its
presence in the final product could
be due to leaching from the equip-
ment and containers or be the
result of anti-fungi treatments of the
grapes (17,19). Manganese affects
the fermentation process and is
characteristic of the production
region (14,17).

Determination of the concentra-
tion of metallic elements in wine is
also useful to calculate the daily
intake of such elements. Several
studies reveal that wine is an impor-
tant source of iron (17).

On the other hand, some metal
elements are to be investigated
because of their toxicity and
potential health effects.

Chromium is an essential
element for the carbohydrate, cho-
lesterol, and protein metabolism,
while Cr toxicity depends on the
metal’s chemical form. Cr(VI) com-
pounds show a toxic, mutagenic,
and even carcinogenic character.
Cr(III), which is the most
frequently found form in foods and
beverages, has low toxicity.
Although humans can absorb Cr
compounds by inhalation or dermal
contact, Cr intake through diet is
the most important route of entry
into humans (20–23).

ABSTRACT

Metals in wine occur at the
mg/L level or even less and,
though not directly related to the
taste of the final product, their
content should be determined
because excess is undesirable
and in some cases restricted by
legislation to guarantee
consumer health protection.

Seven elements were deter-
mined in 14 white and 33 red
wines from nine Uruguayan
wineries.

Several techniques have been
approved for the determination
of metallic ions in wine, but the
most sensitive and rapid is
atomic absorption spectroscopy.

In the present work, flame
atomic absorption spectrometry
(FAAS) was employed for the
determination of Cu, Fe, Mn, and
Zn, and graphite furnace-atomic
absorption spectrometry (GF-
AAS) was used for Cd, Cr, and Pb
determination.

The following concentration
(mg/L) ranges were obtained for
Cd (0.002–0.003), Cr
(0.004–0.052), Pb (0.006–0.057),
Cu (0.034–0.65), Fe (0.73–4.6),
Mn (0.74–2.2), and Zn
(0.49–2.2). Mean recoveries of
elements from fortified wines
were: 98.3±2.6% for Cd,
101.5±1.7% for Cr, 99.1±2.7% for
Pb, 96.9±1.4% for Cu, 97.3±3.1%
for Fe, 98.1±1.9% for Mn and
95.7±3.8% for Zn. The detection
limits (mg/L) were: 0.0005 for
Cd, 0.001 for Cr, 0.003 for Pb,
0.006 for Cu, 0.020 for Fe, 0.008
for Mn and 0.007 for Zn.

The concentrations of all the
metal ions analyzed in wines fall
within the range typical of wines
from around the world and none
of them is above the limits estab-
lished by the Office International
de la Vigne et du Vin (OIV).

*Corresponding augthro.
E-mail: mrivero@latu.org.uy
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Cadmium is considered as toxic
as lead and mercury, and its deter-
mination has gained attention as a
result of its effect on health. High
level Cd contamination in wine
might be caused by the application
of pesticides and fertilizers (24). 

Health concerns regarding lead
content in wines have been raised
during the last decades. High levels
of this metal in wine have been
explained to be due to sources
such as soil, lead-based insecticides
(although now prohibited in most
locations, it has been used as a
caterpillar insecticide), and lead
paint. The use of brass components
such as pumps, valves, faucets, and
piping also are large contributors to
Pb contamination found in
wine.There is some controversy
concerning the uptake of Pb by
vines grown in vineyards close to
major highways (24–30).

Not surprisingly, the average
concentration of some toxic ele-
ments, especially Pb, in wine has
been decreasing worldwide due to
improved wine-making techniques
and equipment, and a decreased
use of pesticides. But, interestingly,
metals associated with stainless
steel (Ni, Cr) have been rising
(31–32).

Methods described for the deter-
mination of metal elements in wine
include atomic absorption
spectrometry (AAS) (33–36), induc-
tively coupled plasma atomic emis-
sion spectrometry, inductively
coupled plasma mass spectrometry

(37), potentiometric stripping
analysis, and differential pulse
anodic stripping voltammetry (38).

Among these methods, the most
commonly used is AAS because of
its versatility, precision, and accu-
racy. The recommended technique
for the determination of Cu, Fe, Mn
and Zn in wine is flame AAS. Trace
element determination is
performed with a more sensitive
technique such as graphite furnace
atomic absorption spectrometry
(GFAAS). This methodology is
employed by the OIV for the quan-
tification of lead and cadmium, and
is also suggested in the literature
for chromium determination (15).

EXPERIMENTAL

Instrumentation

A PerkinElmer Model 5000
atomic absorption spectrometer:
(PerkinElmer Life and Analytical
Sciences, Shelton, CT, USA),
equipped with a deuterium arc
background corrector.

For ETA-AAS determinations, the
same spectrometer was used
equipped with a PerkinElmer
HGA®-500 graphite furnace and
pyrolytically coated graphite tubes.
Argon gas was used to protect and
purge the graphite tubes.

The instrumental settings, fur-
nace programs, and working condi-
tions are listed in Tables I and II.

Water purification was
performed using a Milli-Q™ Plus
purifier system (Millipore Corp.,
Bedford, MA, USA).

Reagents and Solutions

All reagents were of analytical
grade or better.

Standard stock solutions of ele-
ments were of 1000 µg/mL Cd, Cr,
Cu, Fe, Mn, Pb, and Zn (J.T. Baker,
Inc., USA), certified by the manu-
facturer to ±1% (w/v) traceable to
NIST (National Institute of
Standards and Technology,
Gaithersburg, MD, USA).

Nitric acid, 65% (E. Merck).
Nitric acid 1% was used for wine
dilution.

All solutions were prepared with
deionized water with specific resis-
tivity of 18MΩ.cm.

A 10% (w/v) Triton® X-100
(Merck) solution was made by dilut-
ing 1 g of Tritron X-100 to 10 mL
with deionized water.

Matrix modifier, ammonium
dihydrogen phosphate (Suprapur®,
Merck, 1.01440). The matrix modi-
fier solution was prepared by dis-
solving 1 g NH4H2PO4 in 50 mL
0.3% (v/v) HNO3. The final solution
was diluted to 100 mL with 0.3%
(v/v) HNO3.

The wine matrix consisted of
100 mL absolute alcohol, 7.0 g cit-
ric acid, 3.0 g sucrose, 2.0 g glyc-
erol, 3.8 g tartaric acid, 1.5 mL
phospohoric acid, and up to 1000
mL deionized water.(39)

Recovery solution test: In order
to perform recovery studies of the
these elements in wine, a known
amount of Cd, Cr, Cu, Fe, Mn, Pb,
and Zn was added to a wine sam-
ple. The metal concentrations were
made to contain 2 ng/mL Cd, 
8 ng/mL Pb, 8 ng/mL Cr, 0.3 mg/L
Cu, 0.08 mg/L Zn, 1 mg/L Fe, and 
2 mg/L Mn (the concentration was
intended to be at the center of the

TABLE I
Working Conditions for the Determination of Cu, Fe, Mn, and Zn

Element     Wavelength     Slit   Flame Light Linear 
Width Type Source Working Range 

(nm) (nm) (mg/L)

Cu 324.8 0.7 AAOF HCL 0.020–0.90
Fe 248.3 0.2 AAOF HCL 0.050–4.0
Mn 279.5 0.2 AAOF HCL 0.060–4.0

Zn 213.9 0.7 AAOF HCL 0.010–0.25

AAOF = air-acetylene oxidizing flame; HCL = hollow cathode lamp.



179

Vol. 25(4), July/August 2004

Determination of Cd, Cr and Pb 

The wine samples were diluted
1 to 4 by mixing 200 µL of wine
with 800 µL of 1% HNO3. To each
diluted sample, 3 µL of a 10% solu-
tion of Triton X-100 was added.
The samples were injected manu-
ally onto the wall of the graphite
tube with a micropipet. The chemi-
cal modifier was injected soon after
the sample and the method of stan-
dard addition was used.

Determination of Cu, Fe, Mn,
and Zn

To avoid pre-treatment of wines,
a calibration curve was prepared in
a wine matrix simulator. Some
authors reported using a matrix-

matching method, which offers the
ability to obtain a simple external
calibration by preparing standard
solutions as similar as possible to
the samples (14,39,40).

The calibration curve covers the
range of 20–1000 ng/mL Cu,
10–250 ng/mL Zn, 50–3000 ng/mL
Fe, and 60–4000 ng/mL Mn.

RESULTS AND DISCUSSION

The results of the analysis of the
wines examined are summarized in
Table III and the analytical charac-
teristics of the methodology used
are shown in Table IV.

To calculate the detection limits,
seven determinations were carried
out in the wine matrix in
accordance with the methodology
suggested by EPA (41).The detec-
tion limits obtained are in good
agreement with those reported pre-
viously using the same analytical
technique (9,14,16,18,28). 

The recovery study for the seven
metals was performed by spiking
three different wine samples with
two different concentrations of
standard solutions of each element.
The recoveries obtained show very
acceptable results (95.7% or
higher) for the seven metals.

Iron

Mineral elements, such as iron,
are natural constituents of wine and
directly affect the final quality and
characteristics of the wine. Iron
normally appears in the grape as
part of certain enzymes, but its con-
centration in wines can be
increased by the type of soil, the
maturity of the grape, climactic
conditions, agrochemical residues,
and especially by the processes
involved in making the wine (44).
Iron has the capacity to form com-
pounds with a wide variety of sub-
stances, giving rise to turbidity or
changes in color (blue or white
shift). It also acts as a catalyst in the
oxidation processes involved in

calibration curve). The sample was
spiked with a certified solution,
Trace Metal Standard I (J.T. Baker
Inc., USA).

Procedure

To obtain  extensive data for this
work, 47 different brands of fine
Uruguayan wines were analyzed.
The samples were homogenized in
the original bottles for 15 min in an
ultrasonic bath prior to sampling.
This was done to ensure that the
precipitate in some wines was dis-
solved. Wine bottle tops were
scrubbed and rinsed prior to cork
extraction. All sample manipulations
were performed using autopipettes
with disposable tips.

TABLE II
Instrumental Conditions and Furnace Programs 

for the Determination of Cd, Cr and Pb

Cd Cr Pb

Wavelength (nm) 228.8 357.9 283.3
Low slit setting (nm) 0.7 0.7 0.7
Light source HCL HCL HCL
Drying temperature (oC) 110 110 110
Ramp (s) 5 5 5
Hold(s) 50 50 50
Flow rate (mL/min) 300 300 300
Ashing temperature (oC) 300 500 1000
Ramp (s) 5 10 15
Hold(s) 10 10 10
Flow rate (mL/min) 300 300 300
Atomization temperature (oC) 2100 2300 2700
Ramp (s) 1 1 1
Hold(s) 5 5 5
Flow rate (mL/min) 0 0 0
Cleaning temperature (oC) 2700 2700 2700
Ramp (s) 1 1 1
Hold(s) 2 2 2
Flow rate (mL/min) 300 300 300
Chemical modifier NH4H2PO4 NH4H2PO4 0.5% HNO3

Injection volume 
sample/modifier (µL) 20/5 20/5 20/5
Background correction D2 Lamp D2 Lamp D2 Lamp

Measurement mode Peak Area/ Peak Area/ Peak Area/
Height Height Height



180

TABLE III
Results for the Determination of Cd, Cr, Pb, Cu, Fe, Mn, and Zn in Uruguayan Winesa

Grape          Wine Cd Cr Pb Cu Fe Mn Zn
Variety Type (mg/L) (mg/L) (mg/L) (mg/L) (mg/L) (mg/L) (mg/L)
Tannat Red DL 0.037 0.024 0.0552± 0.0055 2.54±0.22 n.d. 0.67±0.10
Merlot Red DL 0.017 DL 0.103± 0.012 2.10±0.17 n.d. 1.10±0.17
Tannat Red DL 0.023 0.013 0.0713± 0.0069 2.34±0.18 n.d. 0.99±0.15
Cabernet-
Sauvignon Red DL 0.031 0.010 0.0580± 0.0050 2.87±0.19 n.d. 0.74±0.11
Merlot Red DL 0.052 0.023 0.140± 0.014 2.31±0.15 n.d. 0.97±0.15
Tannat Red DL 0.014 0.009 0.0704± 0.0067 2.15±0.43 n.d. 1.43±0.21
Merlot Red DL 0.013 0.018 0.149± 0.15 1.91±0.23 n.d. 0.81±0.12
Merlot Red DL 0.025 0.015 0.101± 0.010 4.64±0.37 n.d. 0.643± 0.096
Tannat Red DL 0.008 0.042 0.0604± 0.0060 2.50±0.23 1.431±0.098 0.590± 0.089
Merlot Red DL 0.010 0.024 0.0873± 0.0087 2.55±0.21 2.20±0.15 0.79±0.12
Cabernet-
Sauvignon Red DL 0.009 0.006 0.0623± 0.00572 2.43±0.19 1.834± 0.13 0.566± 0.084
Cabernet-
Sauvignon Red DL 0.038 0.057 0.331± 0.029 4.40±0.35 n.d. 0.653± 0.098
Shiraz Red DL 0.030 DL 0.0723± 0.0068 2.34±0.21 1.431± 0.098 0.653± 0.098
Cabernet-
Sauvignon Red DL 0.020 DL 0.0691± 0.0073 1.35±0.11 1.50±0.13 0.624± 0.093
Merlot Red DL 0.027 DL 0.0860± 0.0077 1.33±0.13 1.55±0.11 0.77±0.12
Merlot Red DL 0.026 DL 0.0543± 0.0054 1.30±0.10 1.74±0.12 0.495± 0.074
Shiraz-
Tannat Red DL 0.031 DL 0.103± 0.010 2.35±0.18 0.794± 0.055 0.92±0.14
Merlot Red DL 0.029 DL 0.0873± 0.0086 1.41±0.11 1.338± 0.091 0.78±0.12
Tannat-
Merlot Red DL 0.030 DL 0.0580± 0.0050 1.84±0.14 2.03±0.14 0.538± 0.080
Cabernet-
Sauvignon Red DL 0.030 DL 0.0944± 0.0089 1.74±0.14 1.233± 0.084 0.600± 0.090
Merlot Red n.d n.d n.d 0.104± 0.012 1.09±0.11 1.216± 0.085 0.125± 0.019
Tannat Red DL DL 0.017 0.225± 0.021 1.84±0.14 1.44±0.12 2.00±0.030
Tannat Red DL 0.004 0.010 0.114± 0.014 2.13±0.17 1.44±0.14 0.95±0.14
Merlot Red DL DL DL 0.0765± 0.0073 1.43±0.11 1.53±0.11 0.68±0.10
Merlot Red DL 0.032 DL 0.128± 0.012 2.91±0.20 1.73±0.12 1.03±0.15
Merlot Red 0.003 n.d. 0.020 0.0340± 0.0036 2.92±0.23 1.421± 0.099 1.14±0.24
Merlot Red n.d n.d n.d 0.192± 0.020 1.034± 0.084 1.82±0.13 0.70±0.11
Tannat-
Merlot Red n.d n.d n.d n.d 2.03±0.17 1.54±0.11 0.66±0.11
Tannat Red n.d n.d n.d 0.0713± 0.083 1.58±0.13 1.79±0.14 0.66±0.10
Merlot Red n.d n.d n.d 0.197± 0.013 1.61±0.13 1.65±0.10 0.606± 0.090
Cabernet-

FrancMerlot Red n.d n.d n.d n.d 1.247± 0.099 1.50±0.11 0.488± 0.075
Cabernet-
Sauvignon Red n.d n.d n.d 0.120± 0.013 1.43±0.11 1.79±0.13 0.79±0.11
Tannat Red n.d n.d n.d 0.0746± 0.0080 1.203± 0.096 1.67±0.12 0.666± 0.099
Chardonay White DL 0.023 0.042 0.0890± 0.0089 1.033± 0.081 n.d. 1.43±0.21

Table III continued on next page



181

Vol. 25(4), July/August 2004

Chardonay White DL 0.022 0.012 0.170±0.0017 1.30±0.11 n.d. 0.80±0.12
Chardonay White DL 0.020 0.030 0.0360± 0.0030 2.36±0.18 n.d. 0.594± 0.089
Sauvignon- 
Blanc White DL 0.031 DL 0.0740± 0.0065 1.34±0.14 0.943± 0.066 0.600± 0.090
Chardonay White DL 0.018 DL 0.230± 0.023 0.850± 0.068 1.321± 0.091 2.00±0.30
Chardonay White 0.002 0.024 DL n.d. 0.733± 0.058 1.65±0.11 n.d.
Chardonay-
Viognier White n.d n.d n.d n.d 2.55±0.20 1.25±0.10 2.179± 0.33
Sauvignon 
Gewürz-
traminer White n.d n.d n.d 0.0713± 0.0069 1.155± 0.096 0.967± 0.067 0.458± 0.069
Botrytis-
Noble White n.d n.d n.d n.d 2.16±0.18 0.799± 0.055 0.631± 0.089
Chardonay White n.d n.d n.d n.d 1.65±0.13 1.42±0.11 0.609± 0.091
Chardonay White DL 0.006 0.006 0.221± 0.018 0.954± 0.076 1.435± 0.078 2.00± 0.030
Sauvignon White n.d n.d n.d 0.0317± 0.0032 0.522± 0.042 1.45±0.12 0.83±0.13
Chardonay White n.d n.d n.d 0.0923± 0.011 0.144± 0.011 1.43±0.11 1.59±0.24
Chardonay White n.d n.d n.d 0.0844± 0.0076 0.493± 0.039 1.82±0.14 0.79±0.12

Typical 
rangeb 0.00025     0.030 0.030 0.060-0.40 0.90-10.0 0.37-5.0 0.50-3.5

- 0.0007      - 0.060 - 0.100

a Each value is the average of 3 replicates.
b Typical values of metallic ions in wines informed before (37, 43).

DL = Detection limit. 

n.d.=  not determined.

TABLE III (continued)
Results for the Determination of Cd, Cr, Pb, Cu, Fe, Mn, and Zn in Uruguayan Winesa

Grape          Wine       Cd Cr Pb Cu Fe Mn Zn
Variety Type     (mg/L) (mg/L) (mg/L) (mg/L) (mg/L) (mg/L) (mg/L)

aging and it has an important effect
on the sensorial evaluation of the
product (16). 

Iron levels in the samples investi-
gated  vary between 0.73 and 4.6
mg/L. These concentrations are
among the lowest reported in the
literature for wines (37) and indi-
cates that no contamination
occurred during the wine-making
process.

Since the Fe concentration in
wines does not exceed 10 mg/L,
there should be no danger of ferric
cloudiness and the stability of these
wines should be assured (45).

Copper 

Copper occurs naturally in
grapes, but treatment of the vine
with copper-based pesticides can
result in higher concentrations of
this element in wines.

This metal is found in wine at
concentrations varying between 0.1
and 0.5 mg/L (46), although other
authors have estimated copper lev-
els to be closer to 1 or 3 mg/L (47).
It is generally believed that the
mean values taken between 0.2 and
0.4 mg/L create no problems in sta-
bility with respect to cupric cloudi-
ness (18, 48).

The legal limit for Cu according
to OIV regulations is 1 mg/L. It was
found that all of the samples ana-

lyzed did not exceed 0.33 mg/L nor
did they show any cupric cloudi-
ness.

Zinc

The determination of zinc in
wines has been documented exten-
sively in the literature. Table III
shows that the zinc levels in the
samples analyzed were between
0.49 and 2.2 mg/L, which is well
below the OIV established limit for
this element in wine (5 mg/L).
These values fall within the range
0.15–4.0 mg/L and are considered
to be normal. The low levels found
can be attributed to the specific
techonological methods employed,
the aging procedures of the prod-
uct, and storage of the wine in
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wooden containers. Wines kept in
metallic containers usually have
higher levels of zinc and other ele-
ments as well. (19)

Manganese

Manganese levels in wine are
generally low. Some authors
believe that they are characteristic
of a specific wine-growing region,
since the amount of Mn in soil is
reflected in the final wine content
(37). Manganese concentrations in
these wines varied between 0.74
and 2.2 mg/L.

The manganese content in wines
depends on the type of vinification.
It is higher in red wines because
during the wine-making process the
must remains in contact with the
solid part of the grapes for a longer

period of time and dissolves the
mineral salts. (49)

Chromium

Although the chromium content
in wine is not regulated by the OIV,
it is important to know the
chromium level in wines because
of its toxicity. The presence of this
metal can be attributed to the use
of stainless steel equipment during
the wine-making process.

Chromium concentration levels
were as high as 0.052 mg/L in only
one sample. The other wines pre-
sented concentration levels lower
than 0.034 mg/L Mn.

Taking into account that the
maximum tolerance limit
established by the U.S. Food and
Drug Administration for drinking

water is 0.100 mg/L (50), the
chromium concentration found for
all the samples tested in this study
were far below this limit. Thus, the
consumption of this fine Uruguayan
wine presents no health threat.

The low concentration of this
metal found in this project suggests
that leaching from stainless steel is
very slight.

Cadmium

From the 32 wine samples inves-
tigated, only two samples showed
detectable amounts of cadmium.
However, they were below the
limit legislated by the OIV.

Lead

Lead content in wines deserves
special consideration because of its
toxicity and cumulative character
(51). Health concerns regarding
lead in wine have increased over
the past deacade. Surveillance
excercises during this period have
shown that the lead content is vari-
able (14). However, improved
industrial practices in wine-making
have caused a gradual reduction in
lead content, which is reflected in
lowering the limits set by leading
organizations (52). The OIV has
prescribed the limit to 0.2 mg/L Pb,
with a recommendation for further
reduction (15).

All the wines tested showed
lower lead concentrations than the
maximum limit permitted by the
OIV. The highest concentration
found was 0.057 mg/L for one red
wine while all other wines showed
concentration levels lower than
0.042 mg/L. These low lead levels
found in the Uruguayan wines con-
firms the good production
practices employed.

Further analysis of the results
listed in Table III shows that there
exists a correlation between wine
color and metal content. Several
studies indicate that element con-
centrations in wine are related to
whether the wines were red or

TABLE IV
Analytical Characteristics of Method 

to Determine Cd, Cr, Pb, Cu, Fe, Mn, and Zn

Detection Limit Recovery          Precision CV            Range 
(mg/L) (%) (%) (mg/L)

Cd 0.0005 97.8±2.5 10 0.001–0.0090
97.9±2.5
99.2±2.6

Cr 0.001 98.4±1.7 3.9 0.002-0.010
102.7±1.7
103.4±1.8

Pb 0.003 98.2±2.7 7.5 0.008-0.020
98.7±2.7
100.4±2.7

Cu 0.0055 95.9±1.3 3.6 0.020-0.090
97.0±1.4
97.8±1.4

Fe 0.021 96.5±3.1 4.0 0.050-4.0
97.0±3.1
98.4±3.2

Mn 0.0077 96.9±1.8 2.3 0.060-4.0
97.9±1.9
99.5±1.9

Zn 0.007 95.0±3.6 2.0 0.010-0.25
95.8±3.6

96.3±3.7
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white. This implies a connection
with processing and/or grape vari-
ety. It is assumed that the element
variability between red and white
wines is reflected in the differences
between grape varieties. Wines of
the same color may have similar
element concentrations due to pro-
cessing. The grape skins contact
the must during red wine fermenta-
tion which causes the extraction of
anthocyanins and tannins. Higher
concentrations of some metals may
be related to a more efficient
extraction of the elements from the
skins and pulp during fermentation
(9).

Iron concentrations in red wines
are higher than in white wines,
even for wines from the same win-
ery. It did not seem to matter
whether the wine came from the
same winery or not, the iron levels
appeared to be higher in red than
in white wines.

In contrast, zinc concentrations
in white wines are higher than in
red wines. This tendency was
reported before but no further
explanation was given (9).

Manganese levels are frequently
associated with the production
region. In all of the samples for
which manganese was determined,
the same mean value of 1.4 mg/L
was found regardless of the wine
color or the winery. This may be
attributed to the fact that the vine-
yards were located in the same area
and thus the soil was of similar
manganese compositon.

The reasons why the elemental
composition of wines from the
same winery appear to be very simi-
lar are that (a) the wines came from
grapes grown on similar soil, (b)
they came from the grapes of vines
irrigated with water from the same
source, (c) they were crushed,
stored, and aged with similar equip-
ment, or (d) they were purified and
filtered by similar processes (9).

CONCLUSION

This type of project is very
important since the determination
of elements in wines may help pro-
tect prestigious wineries from
counterfeit wines and permit
source confirmation for
government certification.

The methodology employed for
the determination of Cd, Cr, and Pb
by GFAAS, and Cu, Fe, Mn, and Zn
by FAAS was appropiate and the
results obtained were as expected.

Fine Uruguayan wines have
received many awards and their
excellence is recognized
worldwide. In this work, the qual-
ity of the Uruguayan wines studied
was demonstrated and confirmed
with regard to their metal content.
The data generated show that the
cadmium, copper, lead, and zinc
concentrations in the wines tested
are significantly lower than the
maximum tolerance limits estab-
lished by the Office International
de la Vigne et du Vin. Apart form
this, the concentrations of all the
elements determined fall within the
range typical of wines from around
the world.

It can also be concluded that the
wines tested are stable with regard
to ferric and cupric cloudiness.
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INTRODUCTION

Human milk, under non-patho-
logical states, is a well-balanced
food that provides the infant with
the essential elements. The element
concentration ranges in human
milk are generally used as a refer-
ence in manufacturing infant for-
mulas (1). In addition, studies on
the total content of the essential
elements in human milk are useful
to evaluate the ideal food for the
first months of an infant’s life. 

While Cu and Zn are essential
elements for infant development,
they can also become toxic when
taken in excess. Toxicity or the
amount of an element required to
maintain an infant’s health varies
from element to element. Milner
(2) reported that the concentrations
of Zn, Mn, Fe, and Cu are higher in
infant formulas than in human milk,
while cow’s milk has a lower Cu
content. Thus, infants who are pro-
vided a strictly cow’s milk diet may
develop Cu deficiency and anemia.
Farida et al. (3) reported that Zn
intake from breast milk is
inadequate during the weaning
period, especially when weaning
foods are introduced at an early
stage. A study by Perrone et al. (4)
shows that infants are at risk of
developing iron deficiency if wean-
ing foods are introduced before the
infant reaches one year of age.

In recent times, both commer-
cial domestic microwave ovens (5)
and commercial microwave ovens
equipped with temperature and
pressure regulators have become
widely used because sample disso-
lution is faster and prevents analyte
loss as well as sample contamina-
tion (6–7). On the other hand, com-
mercial microwave ovens equipped
with temperature and pressure reg-
ulators are very expensive. There-
fore, an examination of using a
domestic microwave oven for this
purpose is very important.

In our laboratory, a flame atomic
absorption spectrometry (FAAS)
method was used for the determi-
nation of trace metals in foods con-
sisting of different matrices (8–11).
Although considerable information
is available with regard to trace ele-
ment concentrations in milk and
baby foods (12–13), an accurate,
reliable, and fast method for the
determination of these elements is
needed for diagnostic purposes.

In this study, Zn, Cu, Mn, and Fe
were determined in human milk,
cow’s milk, and baby foods such as
ready-powdered baby formula,
baby biscuits (commercially avail-
able), and rice flour (home-made)
using the classic wet ashing or the
domestic microwave oven method
as the sample digestion methods.
The digestion solutions were then
analyzed by flame atomic absorp-
tion spectrometry. 

In ashing procedures, sample
digestion is often the most time-
consuming step and involves poten-
tial problems such as incomplete
dissolution, precipitation of insolu-
ble analytes, contamination, and
loss of some volatile elements. In
order to prevent loss of elements,
closed digestion bombs are used.
However, this procedure requires a
prolonged time for complete disso-
lution. 

ABSTRACT

Three sample digestion proce-
dures using dry and wet ashing
and microwave oven are com-
pared for the flame atomic
absorption spectrometry analysis
of human milk, cow’s milk, and
baby food samples. Copper, Mn,
Zn, and Fe were determined in
the digestion solutions. Various
acid mixtures were examined in
conventional wet digestion using
a hot plate. It was found that the
mixture of HNO3/H2O2 (1:1) was
simple to use and provided best
results in comparison to either
HNO3/HClO4 or HNO3 in wet
ashing procedure. 

The analytical parameters
show that the microwave oven
digestion procedure provided
best results as compared to the
wet ashing procedure.
Microwave sample digestion is an
accurate, simple, and fast method
for the flame AAS determination
of Cu, Mn, Zn, and Fe in human
milk, cow’s milk, and baby for-
mulas, except for the determina-
tion of Fe in rice flour and baby
biscuits. 
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EXPERIMENTAL

Instrumentation

A Model ATI UNICAM 929 (UNI-
CAM, England) flame atomic
absorption spectrometer, equipped
with ATI UNICAM hollow cathode
lamps, was used for the sample
analysis. The optimum instrumental
conditions are given in the Table I.
Slotted Tube Atom Trap (STAT)
was used for improving the sensitiv-
ity of Cu by FAAS. A domestic
microwave oven (Kenwood, UK)
and specially made Teflon® bombs
were used for the digestion proce-
dure. 

Reagents and Standard
Solutions

The metal stock solutions (1000
mg L–1) were prepared from their
nitrate salts (Merck, Darmstadt,
Germany). Nitric acid (65%,
Merck), hydrogen peroxide (35%,
Merck), and perchloric acid (70%,
Merck) were used for the sample
digestions.

Digestion of Samples by Wet
Ashing

Human milk samples were pro-
vided by Firat University and the
local state hospitals. The cow’s
milk samples were collected in pre-
cleaned polyethylene bottles.
Approximately 10 mL of cow’s milk
was accurately measured into
Pyrex® vessels, 5 mL of
HNO3/H2O2 (1:1) was added; the
mixture was then dried on a hot
plate with occasional stirring. The
same procedure was repeated using

2.5 mL of HNO3/H2O2 (1:1). Then,
2.0 mL of 1.0 mol L–1 HNO3 was
added to the residue and centrifuged
to obtain a clear solution. 

The same procedures and vol-
umes were applied to the new 10-
mL sample of the same cow’s milk
by using HNO3 instead of
HNO3/H2O2 (1:1).

A 0.75-g sample of ready-made
powdered infant formula (Humana
3) was accurately weighed into
Pyrex vessels, 3.0 mL of concen-
trated HNO3/H2O2 (1:1) was added,
and the mixture was dried on a hot
plate with occasional stirring. The
same procedure was repeated using
1.5 mL of HNO3/H2O2 (1:1). Then,
2.0 mL of 1.0 mol L–1 HNO3 was
added to the residue and centrifuged
to obtain a clear solution. 

The same procedures and the
same volumes described above for
infant formula were also applied to
the new 0.75-g sample of the same
infant formula (Humana 3) by using
HNO3 instead of HNO3/H2O2 (1:1).

In addition, the mixture of
HNO3/HClO4 (1:1) was used as the
digesting reagent instead of
HNO3/H2O2 for the new sample of
the same infant formula, using the
same procedures and volumes
described above. Then, 3.0 mL and
1.5 mL of HNO3/HClO4 (1:1) were
added to 0.75 g of the same infant
formula in the first and second step
described above, respectively. The
blank digests were carried out in
the same way.

Digestion of Samples by
Microwave Oven

Different baby foods such as the
ready-made powdered infant for-
mula, rice flour (home-made), and
baby biscuits (commercial) were
digested by using a microwave
oven as follows: Approximately 
0.5 g of the sample was accurately
weighed into Pyrex vessels. Then,
2.0 mL of concentrated HNO3/H2O2

(1:1) was added and the mixture
placed into a water bath at 70oC for
60 min with occasional stirring.
After adding 2.0 mL of HNO3/H2O2

(1:1) diluted with water (1:1), the
mixture was transferred into a
Teflon bomb. The bomb was
closed, placed inside the
microwave oven, and microwave
radiation was carried out for 4 min.
After a 4-min cooling period, the
mixture was dried on a hot plate.
Then, 2.0 mL of 1.0 mol L–1 HNO3

was added and the mixture trans-
ferred to a Pyrex tube. 

In addition, 5.0 mL each of
cow’s milk and human milk were
accurately measured into Pyrex
vessels, separately. Then, 2.5 mL of
concentrated HNO3/H2O2 (1:1) was
added to the milk sample. The mix-
ture was placed into a water bath at
70oC for 60 min with occasional
stirring. After adding 2.0 mL of
HNO3/H2O2 (1:1), the mixture was
transferred into a Teflon bomb. The
bomb was closed, placed inside the
microwave oven, and microwave
radiation was carried out for 4 min.
After a 4-min cooling period, the
mixture was dried on a hot plate.
Then, 1.5 mL of 1.0 mol L–1 HNO3

was added and the mixture trans-
ferred to the Pyrex tube. 

After centrifugation, the clear
solutions were analyzed by FAAS.
Blank digests were carried out
using the same procedures.

TABLE I
Instrumental Operating Parameters for FAAS

Parameter Cu Mn Zn Fe
Wavelength (nm) 324.8 279.5 213.9 248.3
HCL Current (mA) 4.5 11.5 9.5 15
Acetylene Flow Rate (L/min) 0.5 0.5 0.5 0.5
Air Flow Rate (L/min) 4.0 4.0 4.0 4.0

Slit (nm) 0.5 0.2 0.5 0.2
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RESULTS AND DISCUSSION

Calibration curves were
obtained using Cu solutions of
0.025, 0.05, 0.1, 0.2, 0.4, and 0.8
mg L–1; Mn and Zn solutions of 0.1,
0.2, 0.4, 0.8, and 1.0 mg L–1; and Fe
solutions of 0.25, 0.5, 1.0, 2.0, and
3.0 mg L–1. The curves obtained
were linear in the concentration
range described above and the
equations of the curves were as 
follows:

Copper

Y =  205 X + 7
R2 = 0.9994 
using STAT-FAAS

Manganese

Y =  136.8 X + 4.8
R2 = 0.9997

Zinc

Y =  327 X + 6.6
R2 = 0.9998

Iron

Y =   69.8 X  + 0.4
R2 = 1.0

Accuracy

The accuracy of the method was
studied by examining the Standard
Reference Material (Tomato Leaves-
1573a). The results are given in
Table II. It can be seen that the
recovery values were 100% for Cu,
94% for Zn, 90% for Mn, and 80%
for Fe. In addition, the accuracy of
the method was studied by examin-
ing the recovery of the metals from
cow’s milk and baby formula sam-
ples fortified with different

amounts of Cu, Mn, Zn, and Fe.
The following metal amounts were
added:
20 ng/mL of Cu and Mn, 200 ng/mL
of Fe and 2000 ng/mL of Zn for
cow’s milk; and 
500 ng/g of Cu and Mn, 30 000
ng/g of Fe and Zn for ready-made
powdered baby formula (Humana
3). 
After digestion by microwave oven,
the recoveries were found to be at
least 95% for all metals. 

The standard additions method
was used to investigate possible
interferences caused by the matrix.
The slopes of the calibration curves
for all studied elements were com-
pared with the slopes obtained by
the standard additions method. The
slopes of the calibration curves
were found to be the same as those

TABLE II
Comparison of Digestion Methods for Reference Material, Cow’s Milk, and Baby Formula 

and the Effect of Acid Mixtures Using Wet Digestion (n=5)

Sample (Watt) Cu Mn Zn Fe

Cow’s milk (ng/mL)
HNO3 55±4 18±1.4 2650±210 375±25
HNO3/H2O2 60±5 20±1.6 2800±205 350±26

Our domestic microwave oven 360 W 61±5 18±1.6 2750±225 390±30
450 W 45±4 20±1.5 2900±230 381±28

Ready-made powdered baby formula, Humana 3 (mg/kg)
Wet ashing HNO3 5.2±0.4 0.33±0.02 44±4 51±4

HNO3/H2O2 5.0±0.4 0.36±0.03 50±5 63±5
HNO3/HClO4 4.5±0.4 0.35±0.02 48±4 61±5

Dry ashing Humana 3 5.0±0.3 0.30±0.02 45±4 59±5
SMA 3.5±0.2 1.1±0.07 31±2 64±5

ETHOS plus MILESTONE 
microwave oven Humana 3 4.5±0.4 0.36±0.02 45±4 65±6

SMA 3.4±0.2 1.1±0.1 32±3 69±6
Our domestic microwave oven 

Humana 3 360 W 5.0±0.4 0.36±0.02 50±4 63±5
450 W 4.9±0.4 0.40±0.03 47±4 61±6

SMA 360 W 3.5±0.2 1.2±0.08 32±2 68±5
450 W 3.2±0.2 1.0±0.07 30±2 67±6

Reference material (Tomato Leaves 1573a)
Certified value (mg kg–1) 4.7±0.14 246±8 30.9±0.7 368±7
Our domestic microwave oven 360 W 4.7±0.4 211±15 28±2 280±19

450 W 4.7±0.4 221±17 29±2 295±21
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obtained with the standard addi-
tions method. In other words, all
standard additions curves were par-
allel to the calibration curves; the
results indicate an absence of
chemical interferences. Thus, cali-
bration with aqueous standards was
valid.

The possibility of sample conta-
mination was studied by subtract-
ing the values obtained for the
blanks. Adsorption loss can be
excluded as the procedure was fol-
lowed in exactly the same way as
described above, using the same
glassware and the same reagents
throughout. The results showed
that there was no contamination or
adsorption loss. 

On the other hand, Standard Ref-
erence Material Tomato Leaves
1573a, powdered baby formulas
(Humana 3 and SMA), and cow’s
milk were digested by using a
microwave oven at the different
powers of 360 and 450 W. As can
be seen from Table II, significantly
higher Cu levels were obtained by
using 360 W for cow’s milk. For
other matrices, the obtained con-
centrations of all elements at 360 W
were generally higher or close to
the concentrations at 450 W using
the microwave oven.

The baby formulas (Humana 3
and SMA) were also digested using
a commercial microwave oven
equipped with temperature and
pressure regulators (MILESTONE
ETHOS Plus with MPR-300/125
medium pressure rotor). The
obtained results were found to be
very close to the results obtained
with the domestic microwave oven
(Table II).

The analytical parameters
obtained in the recovery assays
using microwave oven digestion of
cow’s milk and human milk and the
powdered baby’s formula samples
showed that the method is simple
and fast for the determination of
Cu, Mn, Zn, and Fe. However, the

Fe determination in rice flour and
baby biscuits was not good. This is
attributed to the fact that the rice
flour and baby biscuit samples were
not sufficiently digested by the
microwave oven method for Fe
determination.

Comparison of Acid Mixtures
With Ashing Methods

The determination of Cu, Mn,
Zn, and Fe in cow’s milk and pow-
dered baby formula (Humana 3)
using different acid mixtures in the
wet ashing method are given in
Table II. It can be seen that the ana-
lyte concentrations of the baby for-
mula when using HNO3/H2O2 (1:1)
is higher in comparison to using
either HNO3/HClO4 (1:1) or HNO3.
For cow’s milk, the analyte concen-
tration when using HNO3/H2O2

(1:1) is slightly higher in compari-
son to using HNO3, except for the
Fe concentration. Iron concentra-
tions in the HNO3/H2O2 (1:1) diges-
tions are slightly lower than in
HNO3 digestions. Therefore, HNO3

had to be used as the wet digestion
reagent for iron determination in
milk samples.

In addition, the powdered baby
formulas (Humana 3 and SMA)
were digested by dry ashing at
480oC for 4 h and the results are
given in Table II. It was found that
the examined metal levels in both
baby formulas were lower or equal
to the levels of the microwave or
wet ashing methods.

Table III shows that the Cu con-
centrations in all examined samples
using the closed-vessel microwave
oven method are very close to the
Cu concentrations in the classic
wet ashing method (at least 95%
recovery). Particularly in the rice
flour samples, slightly higher Cu
levels were obtained when the
microwave oven was used. For Mn
concentrations, the evaluations
described above for Cu were valid.

Table IV shows that the Zn con-
centrations in the samples using

closed-vessel microwave oven were
very close to the Zn concentrations
obtained in the classic wet ashing
method, except for the infant for-
mulas (87% recovery).

In comparing the wet ashing and
microwave methods, it was found
that for the rice flour and baby bis-
cuit samples, higher Zn levels were
obtained with the microwave oven
(Table IV). Although the Zn con-
centrations obtained for the baby
formulas using wet ashing were
slightly higher than the Zn concen-
trations obtained using microwave
oven, these differences were not
significant. For Fe concentrations,
acceptable recoveries were
obtained (90% recovery) using
microwave oven in comparison to
wet ashing, except for the rice
flour and the baby biscuit samples.

Metal Concentrations in Baby
Foods With Different Matrices

The concentration ranges of the
elements considered in human milk
and cow’s milk were within the
ranges reported in the literature
(13). The values in Tables III and IV
were obtained by using HNO3/H2O2

(1:1) for wet ashing and 360 W for
microwave oven. The observed
metal concentrations using
microwave oven can be
summarized as follows. 

The Cu content of the samples
(Table III) ranged from 19–21 ng
mL–1 for cow’s milk, 200–300 ng
mL–1 for human milk, and 0.8–3.6
mg kg–1 for the powdered baby for-
mulas. The Cu content in the exam-
ined cow’s milk was at the lower
end of the range as reported in the
literature. It can be seen that the
Cu content in the human milk sam-
ples was approximately 10-fold
higher than in cow’s milk.
However, even this concentration
level would make the daily intake
much lower than the
recommended value of 0.5–1.0
mg/day due to an average produc-
tion of 700 mL of human milk



189

Vol. 25(4), July/August 2004

TABLE III
Comparison of Cu and Mn Concentrations in Baby Foods Using Wet Ashing (HNO3/H2O2 (1:1)) 

and Microwave Oven (at 360 W) [human milk (n= 3); for other samples (n= 5)]

Samples Cu Mn
Wet Ashing Microwave Wet Ashing Microwave

Cow’s milk 1 (ng/mL) 23±1.7 21±1.5 20±1.6 21±1.6
Cow’s milk 2 (ng/mL) 22±1.6 21±1.6 21±1.7 20±1.5
Cow’s milk 3 (ng/mL) 20±1.5 19±1.5 20±1.5 19±1.5
Cow’s milk 4 (ng/mL) 20±1.5 20±1.5 22±1.5 23±1.6
Cow’s milk 5, ng/ml 25±1.6 20±1.5 19±1.6 20±1.5
Cow’s milk 6, ng/ml 60±5.0 61±4 20±1.6 18±1.5
Human milk 1(ng/mL)l (11 days*) 290±15 275±15 14±1.3 14±1.3
Human milk 2 (ng/mL) (12 days*) 325±17 300±16 15±1.2 15±1.2
Human milk 3 (ng/mL) (24 days*) 265±15 240±15 14±1.2 14±1.2
Human milk 4 (ng/mL) (24 days*) 280±14 260±14 15±1.3 14±1.2
Human milk 5 (ng/mL) (41 days*) 230±16 200±15 13±1.2 13±1.1
Baby foods: 
Rice flour (mg/kg) 0.98±0.06 1.1±0.06 8.7±0.5 10.5±0.6
Baby biscuit (mg/kg) 0.53±0.04 0.51±0.03 4.1±0.2 3.9±0.2
Powdered baby formula, SMA (mg/kg) 3.6±0.11 3.5±0.2 1.0±0.1 1.2±0.08
Powdered baby formula, Humana 3 (mg/kg) 5.0±0.3 5.0±0.3 0.36±0.02 0.36±0.02

Powdered baby formula, Guigoz (mg/kg) 3.7±0.19 3.6±0.21 0.3±0.03 0.29±0.03

*The number of days for human milk represents the days since the birth of the infant when the milk was sampled.

TABLE IV
Comparison of Zn and Fe Concentrations in Baby Foods Using Wet Ashing (HNO3/H2O2 (1:1)) 

and Microwave Oven (at 360 W) [human milk (n= 3); other samples (n= 5)]

Samples Zn Fe
Wet Ashing          Microwave         Wet Ashing      Microwave

Cow’s milk 1 (mg/L) 2.8±0.13 2.7±0.13 0.19±0.02 0.17±0.02
Cow’s milk 2 (mg/L) 2.9±0.13 2.8±0.12 0.22±0.02 0.18±0.02
Cow’s milk 3 (mg/L) 2.8±0.13 2.8±0.13 0.20±0.02 0.17±0.02
Cow’s milk 4 (mg/L) 3.0±0.16 2.9±0.13 0.18±0.02 0.16±0.02
Cow’s milk 5 (mg/L) 2.7±0.17 2.6±0.12 0.21±0.02 0.18±0.02
Cow’s milk 6 (mg/L) 2.8±0.19 2.8±0.15 0.35±0.02 0.39±0.03
Human milk 1 (mg/L) (11 days*) 3.3±0.018 3.1±0.13 0.52±0.03 0.46±0.03
Human milk 2 (mg/L) (12 days*) 3.5±0.20 3.3±0.22 0.52±0.03 0.45±0.03
Human milk 3 (mg/L) (24 days*) 1.8±0.014 1.6±0.11 0.60±0.03 0.56±0.03
Human milk 4 (mg/L) (24 days*) 1.5±0.01 1.3±0.09 0.72±0.04 0.66±0.04
Human milk 5 (mg/L) (41 days*) 1.5±0.01 1.3±0.10 0.58±0.03 0.51±0.03
Baby foods: 
Rice flour (mg/kg) 9.4±0.5 9.8±0.5 4.2±0.3 3.4±0.2
Baby biscuit (mg/kg) 4.1±0.3 4.5±0.3 5.0±0.3 3.3±0.2
Powdered baby formula, SMA(mg/kg) 33±3 32±2 69±6 68±5
Powdered baby formula, Humana 3 (mg/kg) 50±4 50±3 63±5 63±4

Powdered baby formula, Guigoz (mg/kg) 39±2 37±2 59±3 55±3

*The number of days for human milk represents the days since the birth of the infant when the milk was sampled.
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within 24 h during the first year of
lactation (14).

The Mn concentrations of the
examined samples (Table III)
ranged from 19–23 ng mL–1 for
cow’s milk, 13–15 ng mL–1 for
human milk and 0.20–1.05 mg kg–1

for powdered baby formulas. As
reported in the literature (15), the
Mn levels in human milk were
lower than in cow’s milk. 

The Fe content of the examined
samples (Table IV) ranged from
0.16–0.18 mg L–1 for cow’s milk,
0.45-0.66 mg L–1 for human milk,
and 54-55 mg kg–1 for the
powdered baby formulas. The
cow’s milk contained a low Fe con-
centration, similar to Cu. In addi-
tion, it is reported that the
fractional absorptions of Fe, Zn,
and Mn are better from human milk
than from cow’s milk. Based on
these facts, infants provided solely
with a diet of cow’s milk may
become Fe deficient and develop
anemia.

The Zn content of the samples
(Table IV) ranged from 2.6–2.9 mg
L–1 for cow’s milk, 1.3–3.1 mg L–1

for human milk, and 26–37 mg kg–1

for the powdered baby formulas.

CONCLUSION

This study shows that closed-
vessel microwave digestion of the
samples and determination of the
elements by FAAS is accurate,
rapid, and simple. The analytical
parameters obtained make this
method suitable for the determina-
tion of Cu, Mn, Zn, and Fe in
human milk and cow’s milk and
various baby foods. We found that
there are no safety concerns when
using a domestic microwave oven
at the studied conditions because
of the predigestion of the sample in
a water bath for 1 h and using the
Teflon bomb (durable to 360oC).

Received December 17, 2002.
Revision received June 21, 2004.
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INTRODUCTION

Chemical oxygen demand
(COD) refers to the amount of oxy-
gen necessary for the oxidation of
all organic matter contained in a
water sample; it is a widely used
parameter in controlling the degree
of pollution in water and managing
effluent quality. The conventional
and standard method for COD
determination consists of two
steps: (a) oxidizing digestion by
adding a strong oxidant such as
potassium permanganate or potas-
sium dichromate to the given sam-
ples of water and refluxing at high
temperature, and (b) titration of
excess oxidant (1,2). This method-
ology is manual and suffers from a
series of drawbacks such as being
very time-consuming (two hours
are required for digestion plus time
for titration) and requiring a high
amount of expensive (Ag2SO4) and
toxic (HgSO4) chemicals. Much
effort has been devoted to the
improvement and alteration of the
standard manual method, and many
research results have been reported
(3–20).

Flow injection analysis (FIA) is
becoming one of the most impor-
tant tools for routine work because
it is a simple and inexpensive
method with high analysis speed,
high precision, and suitable for on-
line analysis. These advantages
make FIA especially interesting for
routine COD determinations. Kore-
naga and co-workers made the first
attempts in this respect and
reported the possibility of
determining COD using the FIA
techniques with potassium perman-

ganate (3,4), potassium dichromate
(5), and with Ce(IV) (6) as the oxi-
dant. Further studies were done by
Appleton (7), Balconi (8), and
Pecharroman (9). Segmented flow
analysis (SFA) to COD determina-
tion was applied by Tian (10).*Corresponding author. 
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ABSTRACT

A rapid flame atomic absorp-
tion spectrometry (FAAS) method
for the determination of chemical
oxygen demand (COD) is pro-
posed. It is based on using ultra-
sonic wave to advance sample
digestion by potassium perman-
ganate and flow injection on-line
speciation separation of
manganese. In a digestion coil,
placed in the ultrasonic and heat-
ing water bath, the sample was
oxidized by acidic potassium per-
manganate to produce Mn2+.
Passing through a cooling coil,
Mn2+ was adsorbed on a cation-
exchange micro-column, while
the unreduced MnO4

– passed
through the micro-column to
waste. Then the adsorbed Mn2+

was eluted reversely by 3 mol L–1

HCl and determined by FAAS.
With a digestion temperature of
80˚C and a digestion time of 30
s, the determination range was
3-300 mg L–1 COD and the detec-
tion limit was 1 mg L-1 COD, with
a sampling frequency of 24 sam-
ples per hour. The relative stan-
dard deviation of the method was
2.7 % (n=9). Chloride did not
interfere up to the 1000-mg L–1

level. The proposed method was
applied to the determination of
COD in well, river, and pool
water samples, and the results
obtained are in agreement with
those given by the standard
methods.

All of the above-mentioned flow
systems show higher analysis speed
than the conventional method.
However, the big difference in time
required for heating digestions
between the conventional method
(2 h) and flow methods (a few min-
utes) means that in some cases
there is a difference in the degrees
of sample oxidation, with the possi-
bility of a difference in COD values
obtained. In order to enhance the
efficiency of digestion, microwave
radiation (MW) has been applied to
the digestion step in a FIA system
for COD determination (11–14). It
is well known that ultrasonic waves
can quicken chemical reaction and
enhance productivity (21). In
recent years, ultrasonic waves have
been widely used in the destruction
of organic pollutants (22,23) and
oxidization digestion (24). Aiguo
Zhong (15) recently presented a
method for COD determination
based on the use of ultrasonic
digestion, but not with a FIA sys-
tem. 

Spectrophotometry is the most
common detector used for COD
determination by FIA, but this non-
specific detector has some draw-
backs. Signals are frequently
unstable due to bubble formation,
which imposes an upper limit to
the applied temperature in the
digestion step and causes a
decrease in the degree of complete
oxidation of the organic matter in
the water sample. Flame atomic
absorption spectrometry (FAAS) is
superior in terms of speed, sensitiv-
ity, and selectivity, and is very suit-
able for metal determination in
liquid samples. However, its appli-
cation to COD determination is
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hampered by the need of a separa-
tion step for different species of the
same element such as Cr(VI) and
Cr(III), Mn(VII) and Mn2+. Cuesta et
al. (13) presented a FI-FAAS for
COD determination in which MW
heating digestion of the sample
with potassium dichromate was
followed by ion exchange (13) or
extraction (14), and separation of
Cr(VI) from Cr (III). Recently, Lee
et al. (16) proposed an
electrochemical COD sensor and
Kim et al. (17,18) proposed a pho-
tocatalytic sensor based on using an
oxygen electrode for COD determi-
nation.

In this paper, a rapid ultrasonic
digestion with a cation exchange
column on-line separation of Mn2+

from Mn(VII) is proposed using a
FI-FAAS system for COD determina-
tion. Satisfactory results were
obtained in the determination of
COD in well, pool, and river water
samples. 

EXPERIMENTAL

Instrumentation

A Model TAS-986 atomic absorp-
tion spectrometer (Beijing Purkinje
General Instrument Corporation,
P.R. China), equipped with a hol-
low cathode manganese lamp, was
used to measure the absorbance of
Mn2+. The wavelength and lamp
current used were 279.5 nm and
2.0 mA, respectively. About 1700
mL min–1 of acetylene and 8000 mL
min–1 of air flow were employed to
obtain a steady flame. A computer
was used to record the absorbance
peaks. 

A Model IFIS-C intellectual flow
injector (Xi’an Ruike Electron
Equipment Corporation, P.R.
China) was used to design the FI
system.

A Model ACQ-600 ultrasonic
generator (Shaanxi Xiangda Ultra-
sonic Technology Engineering
Department, P.R. China) and a
Model 501 thermostat (Shanghai
Experimental Apparatus Factory,

P.R. China) were employed to pro-
vide ultrasound-assisted and heating
digestion conditions.

Design of Flow Injection System

The flow injection system used
in this work was similar to the one
used for the indirect determination
of ciprofloxacin (25), but the reac-
tion coil (L1) was placed in an ultra-
sonic and heating water bath. The
use of NH4F was replaced with
NH3·H2O to neutralize the acid in
the digestion reaction mixture. The
experimental results showed that
the oxidization digestion in an ultra-
sound-assisted system can be run in
a lower acidic solution and neutral-
ization with NH3·H2O is not
required. Thus the system is simpli-
fied as seen in Figure 1.

Reagents and Standard
Solutions 

All reagents were of analytical-
reagent grade and double distilled
water was used throughout.

Fig. 1. Schematic of the ultrasound-assisted digestion/flow injection on-line separation system for the determination of COD.
S = sample; R = acidic KMnO4 solution; E = water or HCl solution; P1 and P2 = peristaltic pumps; L1 = digestion reaction coil
(about 1 mm i.d. and 500 cm in length, made of glass); L2 = cooling coils (1 mm i.d. and 50 cm in length); S-H = ultrasonic and
heating water bath; G = ultrasonic generator; T = thermostat; V = injection valve; A and B = cation exchange micro-columns
(2 mm i.d. and 50 mm in length); FAAS = flame atomic absorption spectrometer; W = waste.
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A solution of glucose was used
as the COD standard solution. 

Stock solution of glucose
(COD=500 mg L–1) was prepared
by dissolving 0.5160 g glucose in
water, diluting to 1000-mL volume,
then storing in a refrigerator. 

Working solutions were
prepared fresh daily by appropri-
ately diluting the stock solution.

Potassium permanganate solu-
tion (2×10–3 mol L–1) was prepared
by dissolving 0.3161 g KMnO4 in a
1000-mL brown volumetric flask
and diluting to 1000-mL volume.

Hydrochloric acid solution was
3.0 mol L–1. 

Amberlite IRC-120 resin (Xi’an
Electric Power Resin Plant, particle
diameter 0.3–1.2 mm) was purified
in a conventional way (25), then
soaked in 10% hydrochloric acid
solution for 24 h. After washing
with water, the resin was filled into
a micro-column.

Procedure

An analytical procedure consists
of three processes: (a) digestion
and on-line separation, (b) washing,
and (c) elution and measurement. 

When the injection valve is in
the sampling position, the stream
of the sample solution (S) first
passes through a cation exchange
micro-column (A) to remove the
interferences of the cation ions,
then merges with a stream of acidic
KMnO4 solution (R). The sample is
oxidized, and MnO4

– is reduced in
the digestion reaction coil (L1)
using ultrasound and heating. Pass-
ing through the cooling coil (L2),
the Mn2+ produced by the reduc-
tion of MnO4

– is adsorbed on-line
on another cation exchange micro-
column (B), which is connected to
the injection valve by PTFE tubes as
a sample loop, while anion MnO4

–

unreduced passes through micro-
column (B) to waste. This is the
digestion and on-line separation
process (30 s). 

When the valve is in the injec-
tion position, the first process con-
sists of washing micro-column (B)
for 30 s with water, then the Mn2+

is adsorbed on micro-column (B) is
eluted by the HCl solution to the
nebulizer, and measured by FAAS.

RESULTS AND DISCUSSIONS 

Optimization of Solution pH 
for Mn2+ Adsorption

The solution pH value ranging
from pH 1–7 was studied on the FI
on-line adsorption of 0.5 mg L–1

Mn2+ on micro-column (B). The
results showed that the optimum
solution pH value for the adsorbing
Mn2+ on micro-column (B) was
between pH 2–3. It was found that
a lower or higher pH was not bene-
ficial to adsorption.

Digestion Condition 
Optimization

Digestion acidity, temperature,
ultrasonic power, digestion coil,
and concentration of potassium
permanganate were taken as vari-
ables for the optimization of the
digestion condition. 

The effect of acidity on sample
digestion with ultrasound
(26.5KHz, 600W) and without ultra-
sound was investigated by adding
different concentrations of H2SO4

to the potassium permanganate
solution for the determination of
100 mg L–1 of COD, respectively.
The results are shown in Figure 2.
From these results, the following
conclusions can be drawn: (a) the
ultrasonic wave can advance the
sample digestion at an acidity lower
than 1.0 mol L–1 H2SO4; (b) the opti-
mum acidity of ultrasound-assisted
digestion is far lower than without
ultrasound, the former being 0.1
mol L–1 of H2SO4 and latter being
1.0 mol L–1 of H2SO4; (c) ultrasonic
digestion is more suitable to the
determination of COD in a FIA sys-
tem, because a lower acidity can
lessen the corrosion of the system.
Therefore, a potassium
permanganate solution containing
0.1 mol L–1 of H2SO4 was used in
this study. This acid concentration
is far lower than required in all pre-
vious reports. 

Fig. 2. The effect of acidity on sample digestion.
● —● , with ultrasound-assisted digestion (26.5 kHz, 600W); 
▲—▲, without ultrasound-assisted digestion. 
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Temperature is an essential fac-
tor for most oxidation reactions.
The influence of temperature on
digestion was studied ranging from
20–90oC. The results show that the
degree of digestion increased with
a temperature up to 80oC; while
above that temperature no signifi-
cant increase was observed. The
optimum digestion temperature for
the ultrasonic wave and the heating
water bath was set at 80oC.

The influence of ultrasonic
power was investigated by adjust-
ing the output power of the ultra-
sonic generator from 100–600 W at
a fixed frequency of 26.5 KHz. As
shown in Figure 3, the influence is
slightly lower up to 200 W; then
the digestion increases swiftly
along with the measured
absorbance with an increase in
power from 200 to 500 W. Over
500 W, the influence remains virtu-
ally constant which most likely
means that the digestion is
complete. An ultrasonic power of
500 W was selected for this study.
Using the acidity of 0.1 mol L–1

H2SO4, the digestion efficiency was
tested once with ultrasound and
once without ultrasound.

It was found that the ultrasonic
wave declines quickly in plastics or
rubber pipes (26). In order to avoid
this absorbance, a glass pipe was
chosen as the digestion reaction
coil. At the time of the experiment,
the glass digestion reaction coil was
put into the ultrasonic and heating
water bath. With an increase in the
length of the digestion reaction coil
(L1), the digestion time increases
and the digestion reaction is more
complete. With sample and acidic
KMnO4 solution flow rates of 5 mL
min–1 and the glass digestion reac-
tion coil above 500 cm, the diges-
tion reaction is virtually complete.
Thus, a 500-cm long glass digestion
reaction coil (L1) was chosen.

Potassium permanganate as an
oxidizing reagent (rather than
potassium dichromate) is more suit-
able in the FIA system for the deter-
mination of COD because it has a
faster and higher oxidation ability
and requires milder conditions such
as in acidity. The experimental
results showed that a potassium
permanganate solution of 2.0×10–3

mol L–1 provides complete oxida-
tion digestion of the sample.

Optimization of Elution 
Condition

The elution variables studied are
type, concentration and flow rate
of eluent, elution time, and mode.

The experimental results of
hydrochloric acid, nitric acid,
sodium chloride, and ammonium
nitrate showed that hydrochloric
acid was the best eluent due to its
speed of elution and height of peak
absorbance signal. The concentra-
tion of hydrochloric acid was tested
ranging from 0.5–4.5 mol L–1. The
height of peak absorbance signal
increased with an increase in
hydrochloric acid concentration up
to 3.0 mol L–1; above that amount it
remained constant. The eluent cho-
sen was 3.0 mol L–1 of hydrochloric

acid. The signal came back to base-
line when the elution with 3.0 mol
L–1 of hydrochloric acid was run for
120 s.

Increasing the flow rate of the
eluent would be advantageous to
the elution process, but not benefi-
cial to FAAS measurement. The
optimum flow rate chosen was 5
mL min–1. The mode of reverse elu-
tion was the same as reported in
our previous study (25). 

Performance for COD 
Determination 

Under optimum experimental
conditions, the absorbance varies
linearly with the concentration of
COD in the range of 3–300 mg L–1,
and fits the equation: A = 0.00296C
+ 0.0185 (r = 0.997). The detection
limit (DL) of 1 mg L–1 was
calculated as three times the stan-
dard deviation of the absorbance
for seven injections of the blank.
The precision of the method
obtained for nine samples contain-
ing 30 mg L–1 of COD was 2.7%,
expressed as the relative standard
deviation. The analytic throughput
was found to be 24 samples per
hour.

Fig. 3. The effect of ultrasonic power on sample digestion. 
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A lower DL value in comparison
to the results from microwave
digestion and FAAS detection
(13,14) means that ultrasound-
assisted digestion is more efficient
than microwave digestion despite
the milder conditions such as
lower acid concentration and
lower temperature.  

Interferences 

Chlorides cause the most impor-
tant interferences in COD determi-
nation when potassium
permanganate or potassium
dichromate are used as the oxidiz-
ing reagent, since these can also
be oxidized. Usually, the way of
solving this problem is by adding
HgSO4 to the sample. The method
developed by Hejzlar at el. (19)
tolerates chloride concentrations
up to 600 mg L–1 by adding an
excess of Cr(III). Korenaga et al.
(6) reported that when Ce(IV) is
used as the oxidant, as high as
30,000 mg L–1 of chloride can be
tolerated without adding HgSO4. In
our study, the interference from
chloride was investigated for the
determination of 100 mg L–1 COD.
The results listed in Table I show
that up to 1000 mg L–1 of chloride
can be tolerated without adding
HgSO4.

When using ultrasonic digestion
with on-line ion exchange separa-
tion and FI-FAAS for the determina-
tion of COD, another problem to
be considered is that a too high
cation concentration in a sample
might affect the adsorption of
Mn2+ on micro-column (B). To
avoid this interference, the sample
was first passed through cation
exchange micro-column (A) before
reaction with the oxidizing agent. 

Application 

To investigate the applicability
of the method described to real
samples, the COD was determined
in well, river, and pool water sam-
ples. After filtering, each sample
was anlayzed directly and the
results are given in Table II. Also
listed are the results obtained by
the conventional and standard
methods with potassium dichro-
mate. Application of the statistical t
test assured that the results of both
methods shows no significant dif-
ference up to a confidence level of
95%.

CONCLUSION

An ultrasound-assisted digestion
method for the COD determination
combined with a flow injection sys-
tem is described in which Mn2+

produced by the reduction of MO4
–

is separated on-line with a cation
exchange micro-column and deter-
mined by FAAS. This method
proves to be an effective way for
the determination of COD and
offers lower digestion acidity,
shorter digestion time, higher
throughput, lower detection limit
and interference, simpler
operation, and better precision in
comparison to other reported
methods. It would be desirable to
investigate the applicability of this
approach further by applying it to
the analysis of different types of
water samples, for using it in the
process control of wastewater
treatment, and for quality manage-
ment of environmental waters. 

Received August 11, 2003.

TABLE I
Effect of Chloride Concentration on COD Determination 

COD               Cl– A COD (found) Error 
(mg L–1)       (mg L–1)                                       (mg L–1)                 (%)

100 0 0.314 99.8 –0.2
100 50 0.310 98.5 –1.5
100 100 0.317 100.8 0.8
100 500 0.319 101.5 1.5
100 1000 0.321 102.2 2.2
100 5000 0.343 109.6 9.6

100 10,000 0.389 125.2 25.2

TABLE II 
Results of COD Determination in Real Samples

Sample COD (mg L–1)a Error 
Proposed            Standard (%)
Method Method 

Well Water 11.1 11.6 –4.3
River Water 47.2 46.3 1.9
Pool Water I 84.1 85.9 –2.1

Pool Water II 49.2 48.9 0.6

a Average of three determinations.
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