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INTRODUCTION

Chrysoteraphy with Pt-based
drugs is gaining increasing impor-
tance, especially in the treatment of
solid tumors, testicular and ovarian
tumors, head, neck, and bladder
carcinomas, and brain malignancies
(1,2).

A variety of oral analogues of
known antitumor agents have been
developed in the past few years for
economic, pharmacological, and
practical reasons. To merit further
clinical development, the oral ana-
logue should have a preclinical 
antitumor activity and toxicity 
comparable to those of parent com-
pound, with only limited gastroin-
testinal toxicity, acceptable
bioavailability, safe and reproducible
pharmacokinetic profile.

A series of ammine/amine Pt(IV)
dicarboxilates of higher lipophilic-
ity and stability than cisplatin and
carboplatin have been developed 
in an effort to improve  absorption
and decrease the metabolic activa-
tion through processes in the gas-
trointestinal track (3). 

From this point of view, it is
essential to correctly interpret the
mechanism by which platinum
compounds act in order to
optimize the therapies that have
been proposed to date and to
develop adequate analytical meth-
ods for monitoring the Pt levels in
biological fluids.

Method validation is the process
of proving that an analytical
method is acceptable for its
intended purpose. For pharmaceuti-
cal methods, guidelines from
United States Pharmacopeia (USP)
(4), International Conference on

Uncertainty in Measurement (GUM)
published by ISO (7) establishes
general rules for evaluating and
expressing uncertainty for a wide
range of measurements. The guide
was interpreted for analytical chem-
istry by EURACHEM in 2000 (8).
The approach described in the
GUM requires the identification of
all possible sources of uncertainty
associated with the procedure, the
estimation of their magnitude from
either experimental or published
data, and the combination of these
individual uncertainties to give stan-
dard and expanded uncertainties
for the procedure as a whole. How-
ever, the GUM principles are signifi-
cantly different from the methods
currently used in analytical chem-
istry for estimating uncertainty
which generally make use of
"whole method" performance para-
meters, such as precision, recovery,
and ruggedness. The purpose of
this paper is to underline that if val-
idation studies are properly
planned and executed, the data
produced can easily be handled in
the uncertainty estimation process.

EXPERIMENTAL

Instrumentation

The PerkinElmer SCIEX ELAN®

5000 Inductively Coupled Plasma
Mass Spectrometer (PerkinElmer
SCIEX, Concord, Ontario, Canada)
was designed for routine and rapid
multielement quantitative determi-
nations of trace and ultratrace ele-
ments and isotopes (6). 

An IBM® PS/2 Model 70 386,
equipped with an operating system
Xenix® 386 (Version 2.3.4) and an
Intel® 80386 microprocessor, con-
trols the ELAN ICP-MS.

The instrument is equipped with
a Cool Flow CFT-75 NESLAB chiller
(Neslab, Portsmouth, New Hampshire,

ABSTRACT

Estimation of the uncertainty
associated with analytical meth-
ods is necessary in order to estab-
lish comparability of the results.
Methods of Pt determination in
biological fluids very often lack of
information about the uncertainty
of results. This has implications
when results are used to interpret
the mechanism of platinum com-
pounds, or when the results are
considered to optimize clinical
therapies. 

An ICP-MS method for the
determination of Pt in biological
fluids (plasma, ultrafiltrate, and
urine) of patients treated with
antitumor agents has been devel-
oped and validated. The limits of
quantification (LOQ) in the three
matrices were 1.0, 0.1, and 2.0 µg
L–1, respectively.

Intra-day and inter-day preci-
sion and accuracy were in good
agreement with the FDA criteria
for validation of the analytical
methods. The validation study
was implemented by assessing
the uncertainty evaluation for Pt
determination in the different
matrices according to the
EURACHEM/CITAC Guide. 

*Corresponding author.
E-mail: mbettinelli@fsm.it

Harmonization (ICH) (5), and the
Food and Drug Administration
(FDA) (6) provide a framework for
performing such validations. In gen-
eral, methods for regulatory submis-
sion must include studies on
specificity, linearity, accuracy, pre-
cision, range, detection limit, quan-
titation limit, and robustness.

Today, it is generally acknowl-
edged that the fitness of an analyti-
cal result cannot be assessed
without some estimate of the mea-
surement uncertainty for compari-
son with the confidence required.
The Guide to the Expression of
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USA) and a Model AS-90 Autosam-
pler (PerkinElmer Life and Analyti-
cal Sciences, Shelton, CT, USA).

To optimize the ICP-MS signal, 
a standard solution (Number
N812–2014) containing 10 µg/L 
of three elements that covered the
entire mass range (for example,
24Mg, 103Rh, and 208Pb) was used. 
A fourth isotope, 197Au, was used to
monitor background noise in the
system. Typically, the intensity val-
ues obtained for 10 µg/L were as
follows: 24Mg ≥ 5,000 ions/sec.,
103Rh ≥ 30,000 ions/sec., 208Pb ≥
5,000 ions/sec., and 197Au ≤ 20
ions/sec.

The instrumental specifications
and the analytical conditions are
reported in Table I.

Reagents and Standard
Solutions

- Platinum (PtCl2, 10% HCl) and
iridium (IrCl3*3H2O,10 % HCl) were
provided by BDH Laboratory Sup-
plies, England.

- Nitric acid 65% (m/v)
Suprapur“ was provided by Merck,
Darmstadt, Germany.

- Water used for the ICP-MS
analysis was prepared in-house
using a Milli-RO 10 PLUS, Milli-Q™

185 PLUS purifier (Millipore, Bed-
ford, MA, USA).

A platinum chloride stock solu-
tion of 1 g/L was diluted (1:10 v/v)
in ultrapure water (Milli-RO 10
PLUS, Milli-Q 185 PLUS, Millipore)
to obtain working solutions for the
preparation of calibration curves
and quality control samples.

In order to reduce the matrix
effect, 193Ir was used as an internal
standard. The iridium chloride
stock solution of 1 g L–1 was diluted
(1:10 v/v) in ultrapure water to
obtain the working solution.

Preparation of Calibration
Curves and Quality Control
Samples

Aliquots of the working
solutions were spiked into blank
pooled human plasma [diluted 1:30
(v/v) with 1% HNO3 (v/v)] to repro-
duce concentrations of 1, 10, 50,
100, 200 µg L–1, and into plasma
ultrafiltrate samples [diluted 1:30
(v/v) with 1% HNO3 (v/v)] to repro-
duce concentrations of 0.01, 0.1, 1,
10, 20 µg L–1. These samples were
used as calibration standards. 

The same working solutions
were used for the preparation of
the quality control samples (QC) at
three different concentrations: 2,
41, 152 µg L–1 for blank human
plasma and 0.02, 6, 18 µg L–1 for
blank plasma ultrafiltrate. 

One µg L–1 Ir was used as an
internal standard and was added to
all samples employed for the prepa-
ration of calibration curves and
quality control samples.

Aliquots of the working
solutions were spiked into blank
pooled human urine [diluted 1:50
(v/v) with 1% HNO3 (v/v)] to repro-
duce concentrations of 2, 10, 50,
100, 200 µg L–1. These samples
were used as calibration standards. 

The same working solutions
were used for the preparation of
the quality control samples (QC) at

three different concentrations: 5,
40, 160 µg L–1; 3 µg L–1 Ir used as an
internal standard was added to all
the samples employed for the
preparation of calibration curves
and quality control samples.

Sampling Procedure

Five-mL blood samples were col-
lected in a tube containing EDTA at
the following times: T = 0, 0.5, 1, 2,
3, 4, 6, 8, 12, 24 hours; all blood
samples were immediately
centrifuged at 2000 rpm for 15 min
at 4oC and the plasma removed.

The plasma was separated and
divided in two portions: one for the
determination of total Pt (TPt) and
the other for the preparation of free
Pt species (UPt, unbound Pt).
Separation of UPt species was per-
formed by centrifugal ultrafiltration
using a modified version of the
method of Bannister et al. (6). 

A portion of 2 mL from each
plasma sample was placed into a
microconcentrator Centricon-10
(Amicon Corp., Dan, MA, USA) hav-
ing a cut-off value of 30000
daltons, and was centrifuged at
2000 rpm for 30 min at 4oC. 

Two urine samples (fraction 0–8
hours and 8–24 hours) were col-
lected during the treatment on days
1 and 14, the volume measured and
stored at –20oC until analysis.

Sample Handling

Plasma, ultrafiltrate, and urine
samples were thawed in a warm
bath immediately before analysis.

Plasma and ultrafiltrate samples
were diluted [1:30 (v/v)] in
polypropylene tubes, with 1%
HNO3 (v/v). After addition of 1 µg
L–1 Ir as an internal standard, the
samples were analyzed by ICP-MS.
The sample uptake rate was of 1.0
mL/min.

Urine samples were diluted
[1:50 (v/v)] in polypropylene tubes,
with 1% HNO3 (v/v). After addition
of 3 µg L–1 Ir as internal standard,

TABLE I
Instrumental Specifications and

Analytical Conditions

Element/mass 195Pt
Internal standard 193Ir
Replicate time 900 ms
Dwell time 300 ms
Scanning mode Peak hopping
Sweeps/reading 3
Number of replicates 10
Points/spectral peak 1
Resolution Normal
Power 1100 W
Plasma argon 12 L/min
Auxiliary argon 0.80 L/min

Nebulizer argon 0.99 L/min
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the samples were analyzed by ICP-
MS. The sample uptake rate was of
1.0 mL/min.

RESULTS AND DISCUSSION

Specificity

The two major sources of analyt-
ical inaccuracy during ICP-MS analy-
ses are matrix-induced signal
suppression and spectral interfer-
ences.

In the case of matrix-induced
signal suppression, the ion intensity
of an analyte element is somewhat
dependent upon the total composi-
tion of the sample. For a matrix of
unknown composition, the method
of standard addition calibration, in
which known concentrations of
standards are added directly to a
sample solution, compensate for
the difference in sensitivity
between samples and standards.

Spectral interferences may origi-
nate from several sources: isobaric
overlaps, plasma-induced
polyatomic ions, matrix solvent-
induced polyatomic ions, and
matrix-induced polyatomic ions (7).
Considering the natural abundance
and potential interferences of Pt
isotopes reported in Table II and
preliminary studies not reported in
the present paper, the 195Pt was
identified as the isotope with the
lowest number of interferences.

Under the described experimen-
tal conditions, no significant inter-
ference on Pt in human urine,
plasma and ultrafiltrate matrix was
observed in the drug-free samples,
as shown for plasma by a represen-
tative ICP-MS spectrum (Figure 1). 

An ICP-MS spectrum of the
"blank" plasma sample enriched
with 10 µg/L PtCl2 is given in Fig-
ure 2; Pt-measured isotopes corre-
spond to the signal at 194, 195 and
196 amu.

Figure 3 shows a spectrum of a
real sample obtained from a subject
treated with an anticancer agent.

TABLE II
Natural Abundance and Potential Interferences of Pt Isotopes

Pt Mass Abundance Potential Interferences

189.961 0.013% Os, YbO, HfO
191.961 0.780% Os, YbO, HfO, LuO
193.961 32.900% YbO, HfO
194.961 33.800% HfO
195.969 25.300% Hg, HfO, WO, TaO

197.969 7.210% Hg, HfO, WO, TaO

Fig. 1. Spectrum of human blank plasma sample spiked with 1 µg/L Ir. 
No interfering signal was present in the mass range of interest (194 – 196 amu).

Fig. 2. Spectrum of human blank plasma sample enriched with 10 µg/L Pt. 
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Linearity

The standard addition method
was used for plasma, ultrafiltrate,
and urine matrices. 

The calibration curves were
established by plotting the current
intensity (ions/sec) ratio between
195Pt and the internal standard
(193Ir) against the concentration of
Pt. Slopes and intercepts were
determined by linear regression
analysis. 

Accuracy and Precision

As CRMs are not available for Pt
determination in blood and urine
matrices, the accuracy and preci-
sion were evaluated on spiked sam-
ples at three different
concentrations.

Intra-day and inter-day precision
and accuracy were assessed by
replicate determinations of Pt con-
centration added as PtCl2 to the
blank human plasma, human
plasma ultrafiltrate, and the urine
on the same day and on three dif-
ferent days, respectively. The preci-
sion of the method was calculated
as the coefficient of variation of the
mean value found at each concen-
tration level (one near the lower
limit of quantitation, one near the
middle, and one near the upper
boundary of the calibration curve).
The accuracy, expressed as the per-
cent of recovery, was calculated as
the ratio of the concentration
found to the spiked concentration
value. 

Limit of Detection (LOD) and
Limit of Quantification (LOQ) 

The instrumental detection limit
(LOD) was evaluated on the basis of
the 3σ criterion by analyzing five
"blanks" of plasma, ultrafiltrate, and
urine on three non-consecutive
days. 

For the LOQ, we adopted the
criterion reported by the FDA (8)
"as the lowest concentration that
can be determined with a satisfac-

tory degree of accuracy (deviation
from nominal value ≤20%) and pre-
cision (CV≤20%) to provide pharma-
cokinetically useful results." In the
case of plasma and urine analysis,
considering that the concentrations
of interest were one order of magni-
tude higher than those in ultrafil-
trate. the LOQ was set at 1 and 2 µg
L–1, respectively.

Plasma and Ultrafiltrate

Matrix-matched calibration was
achieved by adding dilute Pt stan-
dard solution to pooled plasma or
ultrafiltrate samples and kept at
–20oC until use.  

For plasma, the mean slope and
intercept values of the calibration
curves (0–200 µg L–1) obtained over
a three-day validation period were:
slope = 0.199 ± 0.008 (CV= 3.86%)
and intercept = –0.055 ± 0.043 with
a correlation coefficient better than
0.9996.

For ultrafiltrate plasma, the statis-
tical parameters for the calibration
curves (0–20 µg L–1) obtained over a
three-day validation period were:
slope = 0.376 ± 0.042 (CV = 11.1%)
and intercept = –0.005 ± 0.006 with
a correlation coefficient better than
0.9989.

Intra-day and inter-day accuracy
and precision of the method for the
determination of platinum in
human plasma and ultrafiltrate sam-
ples are reported in Tables III and
IV, respectively. 

Intra-day precision and accuracy
for Pt determination in human
plasma samples ranged,
respectively, between 0.14 and
2.01, and 99.7 and 103.2 (C.V.%),
whereas in the ultrafiltrate they
ranged between 0.03 and 5.22, and
97.5 and 108.0 (C.V.%). Slightly bet-
ter ranges of inter-day precision and
accuracy were achieved for plasma
with respect to ultrafiltrate, proba-
bly due to the higher Pt concentra-
tions investigated. 

The instrumental detection limit
(LOD) was 0.002 µg L–1 with a mini-
mum quantifiable platinum concen-
tration (LOQ) for ultrafiltrate equal
to 0.01 µg L–1. In the case of plasma
analysis, the concentrations of
interest were one order of magni-
tude higher than those in ultrafil-
trate samples; therefore, the LOQ
was set at 1 µg L–1. 

Fig. 3. Spectrum of real human plasma sample obtained from a subject treated
with anticancer agent.
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TABLE III
Accuracy and Precision in the Determination of Pt in Human Plasma Samples, 

Evaluated on Three Different Days

Nominal Concentration (µg L–1) QC1 (2 µg L–1) QC2 (41 µg L–1) QC3 (152 µg L–1) LOQ (1 µg L–1)

1st day
Found Concentrations (µg L–1)
Intra-day Mean ± S.D. 2.06 ± 0.02 41.14 ± 0.29 152.16 ± 0.55 1.032 ± 0.005
Intra-day C.V. (%) 0.87 0.70 0.36 0.46
Intra-day Accuracy (%) 103.2 100.3 100.1 103.2
2nd day
Intra-day Mean ± S.D. 2.01 ± 0.04 40.88 ± 0.06 152.14 ±0.32 1.032 ± 0.028
Intra-day C.V. (%) 2.01 0.14 0.21 2.69
Intra-day Accuracy (%) 100.5 99.7 100.1 103.2
3rd day
Intra-day Mean ± S.D. 1.99 ± 0.03 41.17 ± 0.70 151.93 ±0.50 1.037 ± 0.017
Intra-day C.V. (%) 1.57 1.70 0.33 1.64
Intra-day Accuracy (%) 99.7 100.4 99.9 103.7
Inter-day Accuracy and Precision
Mean (µg L–1) 2.02 ± 0.04 41.06 ± 0.40 152.08 ± 0.42 1.034 ± 0.017
C.V. (%) 2.05 0.98 0.28 1.61

Accuracy (%) 101.1 100.2 100.1 104.6

TABLE IV
Accuracy and Precision in the Determination of Pt in Human Plasma Ultrafiltrate Samples, 

Evaluated on Three Different Days

Nominal Concentration (µg L–1) QC1( 0.02 µg L–1) QC2 ( 6 µg L–1) QC3 (18 µg L–1) LOQ (0.001 µg L–1)

1st day
Found Concentrations (µg L–1)
Intra-day Mean ± S.D. 0.019 ± 0.001 6.024 ± 0.142 17.78 ± 0.01 0.0098 ± 0.0008
Intra-day C.V. (%) 3.36 2.36 0.03 8.10
Intra-day Accuracy (%) 97.50 100.40 98.78 98.0
2nd day
Intra-day Mean ± S.D. 0.022 ± 0.001 5.975 ± 0.070 18.02 ± 0.14 0.0108 ± 0.0007
Intra-day C.V. (%) 5.22 1.18 0.77 6.52
Intra-day Accuracy (%) 108.00 99.59 100.13 107.7
3rd day
Intra-day Mean ± S.D. 0.0201 ± 0.0003 5.981 ± 0.061 18.06 ± 0.24 0.0108 ± 0.0006
Intra-day C.V. (%) 1.55 1.02 1.33 5.56
Intra-day Accuracy (%) 103.83 99.69 100.31 108.0
Inter-day Accuracy and Precision
Mean ± S.D. 0.021 ± 0.001 5.993 ± 0.088 17.95 ± 0.19 0.0105 ± 0.0008
C.V. (%) 5.51 1.47 1.06 7.49

Accuracy (%) 103.11 99.89 99.74 104.6
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Urine 

Matrix-matched calibration was
achieved by adding dilute Pt stan-
dard solution to pooled urine sam-
ples, previously centrifuged to
remove the sediment, and kept at
–20oC until use.  

The mean slope and intercept
values of the calibration curves
(0–200 µg/L) obtained over a three-
day validation period were: slope =
0.128 ± 0.04 (CV= 2.97%) and inter-
cept=0.033 ± 0.041 with a correla-
tion coefficient better than 0.9999.

The detection limit (LOD) was
0.002 µg L–1 with a minimum quan-
tifiable platinum concentration
(LOQ) set at 2 µg L–1.

Intra-day and inter-day accuracy
and precision of the method for the
determination of platinum in
human urine samples are reported
in Table V. 

Intra-day precision, expressed as
CV%, ranged between 0.08 and

0.59 (with only one value higher
than 1%), and intra-day accuracy,
calculated as the percentage recov-
ery of the spiked samples, ranged
on average between 99.9 and
100.7%. Precision lower than 1%
and accuracy very close to 100%
were achieved during the inter-day
evaluation. Accuracy and precision
for urine samples at the LOQ con-
centration are reported in Table V. 

The results obtained in the pre-
sent study meet to the FDA criteria
for the validation of analytical meth-
ods (3). For each concentration
level, the mean value is within
±15% of the nominal value (at the
LOQ within ±20%), and the coeffi-
cient of variation (CV) around the
mean value is lower than ±15% (at
the LOQ ±20% for the CV is
accepted).

These results prove that, in
keeping with international
standards, the method is adequate
for the assay of platinum in human
plasma and urine samples.

Uncertainty Evaluation From
Validation Data

The validation study of the pre-
sent assay was implemented by
assessing the uncertainty evaluation
for Pt in the different matrices at
the four levels of concentration.
According to the EURACHEM/
CITAC Guide (23), the combined
uncertainty (ucombined) has been cal-
culated by estimating the compo-
nents associated with the
repeatability (urepetability), the instru-
mental calibration (ucalibration), and
the sampling (usampling). The uncer-
tainty component due to the recov-
ery (urecovery) was not considered
because the calibration curve was
performed by standard addition
method (in the same matrix as the
sample), determining the analytes
according to the procedure
described in the Experimental sec-
tion.

Consequently, the equation that
best represents the mathematical
model upon which the relative

TABLE V
Accuracy and Precision in the Determination of Pt in Human Urine Samples, 

Evaluated on Three Different Days

Nominal Concentration (µg L–1) QC1( 5 µg L–1) QC2 (40 µg L–1) QC3 (160 µg L–1) LOQ (2 µg L–1)

1st day
Found Concentrations (µg L-1)
Intra-day Mean ± S.D. 5.037 ± 0.010 40.07 ± 0.09 160.12 ± 0.42 2.091 ± 0.012
Intra-day precision (C.V.%) 0.19 0.23 0.26 0.58
Intra-day Accuracy (mean found/added %) 100.7 100.2 100.1 104.6
2nd day
Intra-day Mean ± S.D. 5.009 ± 0.004 40.05 ± 0.05 159.96 ± 0.94 2.068  ± 0.017
Intra-day precision (C.V.%) 0.08 0.11 0.59 0.81
Intra-day Accuracy (mean found/added %) 100.2 100.1 99.9 103.4
3rd day
Intra-day Mean ± S.D. 5.021 ± 0.083 39.98 ± 0.08 159.94 ± 0.33 2.119 ± 0.012
Intra-day precision (C.V.%) 1.66 0.21 0.21 0.57
Intra-day Accuracy (mean found/added %) 100.4 99.9 100.0 105.9
Inter-day Accuracy and Precision
Mean ± S.D. 5.023 ± 0.044 40.032 ± 0.078 160.01 ± 0.55 2.093 ± 0.025
Precision (C.V.%) 0.87 0.20 0.34 1.20

Accuracy (mean found/added %) 100.46 100.08 100.00 104.6
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uncertainty is evaluated is taken to
be:

where:
.
u(Comb) = combined relative uncer-
tainty
.
u(Repeat.) = relative uncertainty of
repeatability
.
u(Calib.)= relative uncertainty of cali-
bration
.
u(samp.) = relative uncertainty of sam-
pling

In order to investigate the contri-
butions of all components to the
combined relative uncertainty as a
function of Pt concentration (in
plasma, ultrafiltrate, and urine),
these uncertainties were evaluated
and plotted in Figures 4, 5, and 6,
respectively.

Whit respect to Pt in plasma and
urine, the graphs show that the rela-
tive uncertainty ranges from 4–7% at
1–2 µg L–1 and go down to 2–3% for
the higher concentrations (40–150
µg L–1). 

While the uncertainty component
associated with the repeatability is
constant (0.5–2%), overall the differ-
ent concentration levels and the dif-
ferent days, the component due to
the instrumental calibration
increases significantly (7–8%) rela-
tive to the lowest concentrations of
analyte. 

With respect to Pt in the plasma
ultrafiltrate, Figure 5 shows that the
relative uncertainty ranges from
4–5% at 8–16 µg L–1 and increases up

Fig. 4. Relative Uncertainty Values (%) obtained at different concentration levels
for Pt in human plasma. 

Fig. 5. Relative Uncertainty Values (%) obtained at different concentration levels
for Pt in human plasma ultrafiltrate. 

u(Comb.) =  (u(Repeat))2 (u(Calib.))2 (u(Samp.))2

+    +
(Comb.) √ ((Repeat.)) ((Calib.)) ((Samp.))

.
u(Comb.) =

. .         .
√(u(Repeat))2+(u(Calib.))2+(u(Samp.))2
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to 20–30% for the lower concentra-
tions (at 0.01–0.02 µg L–1). 

This occurrence means that the
quantitative determination of low
concentrations of Pt in the ultrafil-
trate is greatly affected by the
uncertainty assignable to the instru-
mental calibration as done in the
present study (0–20 µg L–1). Further
tests performed show that by
reducing the calibration range but
keeping the same number of con-
centration levels (n=6) gives better
values of combined uncertainty as a
consequence of a significant
improvement of the uncertainty
component due to calibration. The
mathematical function (9) used for
the calculation of uncertainty of
(xpred) due to calibration is the fol-
lowing: _

s2y/q 1    1 (xpred – xCal)
2

u(xpred)= +   + _
b √ m    n    Σ(xi – xCal)2

where: 

s2y/q is the residual variance of
the regression model

b is the slope of the regression
curve

m is the number of repetitions
from which is derived the
predicted value

n is the number of calibration
points on the regression line

x(pred) is the predicted value

x(Cal) is the mean value of the
concentration levels used in the
calibration curve

Inspection of the previously
reported equation confirms that 
as xpred approaches xCal, the third
term under the square root
u(xpred)approaches zero and thus
approaches a minimum value. In a
practical analysis, therefore, a cali-
bration of this type will give the
most precise results when the mea-
sured instrument signal corresponds
to a point close to the centroid of
the regression line (xCal, yCal, ). In

our study, with a calibration range
of 0–20 µg L–1 and a centroid corre-
sponding to (5.18; 1.84), the 
u(Calib.) for a predicted mean value
of 0.36 µg L–1 Pt in the ultrafiltrate
(n=3 replicates) was about 21.9%;
the same results became lower
(0.22%) when the calibration range
was set at 0–2 µg L–1 with the same
number of calibration points and
with a centroid corresponding to
(0.527, 0.163).

These results show the impor-
tance of calibration in evaluating
the measurement uncertainty of
low Pt concentrations in biological
fluids. Keeping the repeatability of
measurements constant as, in the
case of a wider calibration range,
we should accept larger uncertainty
of calibration which will reflect sig-
nificantly on the combined uncer-
tainty. 

If we wished to improve (i.e.,
narrow) the confidence limits of
calibration, we could reduce the
calibration range, increase the num-
ber of calibration points on the

regression line or make more than
one measurement and use the mean
value in the calculation of the
predicted value.

Analysis of Real Samples

The present method was
employed to determine the pharma-
cokinetic profiles of total Pt and
ultrafiltrable Pt in patients who
received JM216 (an oral bis
(acetate) amine dichloro cyclohexy-
lammine platinum (IV) analogue)
brought into clinical development
for phase II evaluation. Forty-six
patients were treated at doses rang-
ing from 10 mg/m2/d to 50
mg/m2/d and 39 patients were eval-
uated for hematologic toxicity over
74 cycles. The pharmacokinetics of
total and ultrafilterable Pt were
studied on days 1 and 14 of the first
cycle, and the results were recently
published by Sessa (3). Figure 7
shows, as example, the pharmacoki-
netics profiles of four patients who
received 45 mg/m2/d of agent.

Fig. 6. Relative Uncertainty Values (%) obtained at different concentration levels
for Pt  in human urine. 

.
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JM216 was rapidly absorbed,
with Pt and UPt detectable in
plasma as early as 30 min after the
administration. On day 1, Pt and
UPt peak levels were achieved in
most cases within 3 hours with
median Tmax values of 2.5 and 2,
respectively. Elimination was vari-
able and slow with Pt and UPt con-
centrations of, respectively, 100 µg
L–1 and 20 µg L–1 and still
detectable two weeks after the last
dosing.

CONCLUSION

An ICP-MS method for the deter-
mination of Pt in biological fluids
(plasma, ultrafiltrate, and urine) of
patients treated with antitumor
agents has been developed and vali-
dated. The limits of quantification
(LOQ) in the three matrices were
1.0, 0.1, and 2.0 µg L–1,
respectively.

Intra-day and inter-day precision
and accuracy was in good agree-
ment with the FDA criteria for the
validation of analytical methods.

The present study was implemented
by assessing the uncertainty evalua-
tion for Pt determination in the dif-
ferent matrices according to the
EURACHEM/CITAC Guide. The
combined uncertainty, calculated
by estimating the components asso-
ciated with the repeatability, the
instrumental calibration and the
sampling, was always lower than
10% for Pt concentrations higher
than 1 µg/L. 

While the uncertainty compo-
nent associated to the repeatability
was constant overall, the different
concentration levels and the sam-
pling uncertainty was negligible,
the component due to the instru-
mental calibration increased signifi-
cantly in relation to the lowest
concentrations of analyte.

Received December 23, 2003.

Fig. 7. Pharmacokinetics profiles of four patients treated with 45 mg/m2/d of agent. Plasma levels of total platinum (Pt) and
plasma ultrafiltrate platinum (UPt).
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INTRODUCTION

In recent years, the abundance
of clams (Tivela mactroideaTivela mactroidea)
along the coast of Venezuela
between Higuerote and Tacarigua
de la Laguna (State of Miranda,
Venezuela) has increased greatly.
The clams and their processed
meats are available throughout the
year and in large quantities. As a
result, many of the local inhabitants
and regular beach goers have
included clams and/or clam meat in
their diet, especially since clams are
easily obtained and commercial
clam meat is very economical, less
than $1.00 per kilogram.  

The processing of raw clams
into commercial clam meat is a very
simple and crude method
performed directly on the beach
(see Figure 1). First, the clams are
collected with a metal basket using
either a metal or plastic screen as
shown in Figure 1A, transferred to
a plastic box (usually an old beer
bottle container with a metal or
plastic screen replacing the
bottom) (see Figure 1B), and then
rinsed with the seawater to elimi-
nate (or separate) the marine sedi-
ments. The semi-clean clams are
then transferred to old metal buck-
ets or large cans (Figures 1C and
1D) and cooked over an open fire
with little or no seawater added
until the shells open. The cooked
clams are transferred to the same or
similar plastic box with a screen
attached to the bottom, as was used

to rinse off the marine sediment.
The box is shaken vigorously so
that the clam meat passes through
the screen and falls onto a large
plastic sheet, leaving most of the
shells and other foreign material in
the box. Finally, the clam meat is
placed in a large plastic bag for
transport to a local market or is
divided up into approximately one-
quarter or one-half kilogram por-
tions and placed into small plastic
bags ready to be sold (see Figure
1E). Since, this process is
performed in an unclean manner
and environment, we shall compare
the values of the selected trace ele-
ments of the raw clams (starting
material) with their respective
processed meats (at different sites
and on different days) to study the
possibility of contamination of the
clam meats during their processing,
as well as to assess their health risk
for human consumption.

There are many publications
(e.g., 1–4) on the determination of
trace elements in shellfish (clams,
mussels, oysters, etc.) and the qual-
ity of marine water, since shellfish
can accumulate trace elements up
to 105 times higher than the levels
observed in the water they live.
Some species concentrate some
trace elements relatively better than
others, probably as a consequence
of their different feeding habits.
There are only a few publications
(5–7) available on the determina-
tion of trace elements in shellfish in
order to assess their health risk for
human consumption. However,
most of these studies have
neglected to determine vanadium,
probably due to the lack of simple
methods with sufficient sensitivity.
But recently, vanadium has been

ABSTRACT

The trace elements Fe, Cu,
and Zn were originally
determined by WD-XRF and com-
pared with ICP-OES analysis of
raw clams and their processed
meats for nutritional purposes.
Since the accuracy of the ICP-
OES method was much superior
to the WD-XRF method, we
decided to employ ICP-OES, even
though the WD-XRF method did
not require a costly and time-
consuming sample dissolution
procedure. Chromium, Ni, and
Cd were also determined from
the same sample digest by ICP-
OES, as well as Pb and V by GF-
AAS.  

The oven-drying procedure
was checked by a freeze-drying
method to ensure that no trace
element content was lost in this
process. A comparison of the
trace element content in raw
clams and their respective clam
meats showed only one case of
contamination at the five differ-
ent processing sites, even though
the process is performed in an
unclean environment. Additional
marine sediment was suggested
as the main source of contamina-
tion. Monitoring of the trace ele-
ment content of commercial
clam meats sold at the Rio Chico
marketplace over a 14-months’
period showed no significant
difference even though their sup-
ply did not always come from the
same site. The only trace element
determined to be a health risk
was vanadium; the values were
between 2.4 and 5.2 µg/g, far
above the 1-µg/g level suggested
by the U.S. EPA. It should be
noted that some of the trace ele-
ment content is due to contami-
nation of the clam material by
marine sediments. The effect of
marine sediment contamination
in the digests was also studied.
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determined in shellfish by ICP-OES
(1) and GF-AAS (5), and in both
cases it was the only trace element
to surpass the risk assessment level
of the U.S. Environmental Protec-
tion Agency (US EPA) (2).

Iron, copper, and zinc are con-
sidered important nutritional trace
elements, which must be part of
the human daily diet to ensure nor-
mal biological functions. Originally,
we only planned to study these
three trace elements by XRF, since
their concentration ranges were
high enough for their quantification
and to compare some of their val-
ues with an ICP-OES method,

which is much more sensitive but
requires a costly and time-consum-
ing sample digestion procedure.
But we extended our study to other
essential trace elements also toxic
at high concentrations such as Cr,
Ni, and V as well as Pb and Cd. 

It is well known that atomic
spectrometry (atomic absorption,
atomic emission X-ray fluorescence,
etc.) has emerged as a very power-
ful technique for the determination
of trace elements in shellfish (8-10)
as well as other environmental sam-
ples (11–15).  In general, these dif-
ferent techniques and methods are
used for multi-element analysis

(some are even simultaneous ele-
ment analysis methods), cover a
wide concentration range, and have
good detection limits, but each has
its own advantages and limitations.
For example, inductively coupled
plasma optical emission spectrome-
try (ICP-OES) and graphite furnace
atomic absorption spectrometry
(GF-AAS) methods prefer liquid
samples with small samples sizes in
the range of milligrams. Thus, solid
samples require a costly and time-
consuming dissolution procedure,
which results in measuring
solutions with large dilution
factors, but the detection limits are

Fig.1. Clam meat process:  A) the collection of the raw clams with a metal basket;  B) the cooking of the clams; C) the boxes used
to rinse off the marine sediment before cooking and to separate the shells from the cooked meat afterwards; D) the packing of
the clam meat that was sieved on to a large plastic sheet and; E) another picture of the containers and the environment where
the clam meats are processed.
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generally very low, in the range of
a few µg/kg. Wavelength dispersive
X-ray fluorescence (WD-XRF) meth-
ods prefer solid samples, with sam-
ples sizes generally in the range of
grams, requiring no dissolution pro-
cedure, but the detection limits are
much higher, in the range of tens
to hundreds of µg/g.

In the past, methods were inves-
tigated and developed for liquid
samples for WD-XRF analysis, for
example for water samples, using
various chemical preconcentration
procedures (16,17). These methods
offered similar detection limits for
specific elements as with ICP-OES
and GF-AAS, but the preconcentra-
tion procedures were very time-
consuming and costly, and required
larger sample sizes. Similarly, ICP-
OES and GF-AAS methods are used
to analyze solid samples and are
based on slurries (18–24) and emul-
sions (25–27), which requires spe-
cial preparation and sample
insertion techniques which are
time-consuming. It can be seen that
these different techniques can be
employed for both liquid and solid
samples, when the appropriate
taken into consideration.

In this work, we compared the
values of Fe, Cu, Ni, Zn, Cr, V, Cd,
and Pb in raw clams and their
respective processed meats from
various sites employing ICP-OES,
GF-AAS, and WD-XRF. We
compared a simple oven-drying
method with a freeze-drying
method for sample preparation.
And finally, over a one-year period,
we routinely monitored the values
in commercially sold clam meats at
the local marketplace in Rio Chico,
the major town between Higuerote
and Tacarigua de la Laguna.

EXPERIMENTAL

Instrumentation

A PerkinElmer® (PerkinElmer
Life and Analytical Sciences, Shel-
ton, CT, USA) Model Optima

3000™ ICP optical emission spec-
trometer was employed for the
determination of Fe, Ni, Cu, Zn, Cr,
and Cd in clams and clam meats. It
was operated with a radio
frequency generator at 40 MHz and
1400 W. The sample digests were
delivered from a peristaltic pump
to a Meinhard nebulizer via a Scott-
type spray chamber. The nebulizer
flow rate was 1.0 L/min, the plasma
gas flow rate was 12 L/min, and the
auxiliary gas (argon) flow rate was
0.6 L/min.  The emission measure-
ments were taken 8 mm above the
radio frequency coil. The spectrom-
eter was equipped with a Hewlett-
Packard® Vectra computer system.
It was run in automatic mode with
background correction by an ICP-
WinLab™ Optima 3000 software
package.

A Varian-Techtron Model 875
atomic absorption spectrometer
and a Varian GTA-95 graphite fur-
nace equipped with a GTA sample
dispenser was used to determine
Pb (283.3 nm) (Varian Techtron Pty
Limited, Mulgrave, Victoria, Aus-
tralia). A PerkinElmer Zeeman
5100PC atomic absorption spec-
trometer equipped with a THGA™
5100 ZL graphite furnace and AS-71
furnace auto sampler was
employed for the vanadium (318.5
nm) determinations.

Freeze Dry System, Labconco
Model Lyph Lock 6 was used for
freeze-drying the samples at –46oC
and under a vacuum of 8 x 10–3

mBars for 48–72 hours (Labcono
Corporation, Kansas City, MO,
USA).

A Siemens SRS-3000
conventional wavelength dispersive
X-ray fluorescence spectrometer
fitted with an Rh anode X-ray tube
for excitation interfaced with an
IBM compatible computer and con-
trolled by Spectra-Plus software
package was employed for the WD-
XRF measurements (Siemens A.G.,
Karlsruhe, Germany).

Reagents

For the ICP-OES and GF-AAS
analysis:

Concentrated Suprapur® nitric
acid, 65%, Merck, Darmstadt, Ger-
many.

Hydrogen peroxide, 30%, Merck.

Ultra pure water, was obtained
from a Milli-Q™ system (Millipore,
Bedford, MA, USA). Calibration
solutions, multi-element working
standard solutions were freshly pre-
pared as required from individual
element stock standard solutions
(BDH, Poole, Dorset, UK and
Aldrich, Milwaukee, WI, USA).

Standard Reference Material,
NIST-2976 (Mussel tissue) supplied
by the U.S. National Institute of
Standards and Technology
(Gaithersburg, MD, USA) with certi-
fied values for As, Cd, Cu, Fe, Pb,
Se, and Zn; and reference values for
Al, Cr, Ni, Ag, and Sn.

For the XRF analysis:
Calibration standards, the follow-

ing reference materials were
employed to construct the calibra-
tions curves: IAEA-H-4, IAEA-V-10,
IAEA-MA-A-1/TM, IAEA-MA-A-2/TM,
BRC-CM-060, BRC-CM-061, BRC-
CM-062, BRC-CM-279, NIST-1571,
NIST-1572, and NIST-1575.  It
should be noted that some of these
reference materials have plant
material matrices rather than ani-
mal tissue matrices, which can
affect the accuracy of the different
trace element calibration curves.

Standard Reference Materials,
the same mussel tissue, NIST-2976,
was also employed to estimate the
accuracy of the WD-XRF determina-
tions. 

Sampling and Sample 
Preservation

The locations of the sampling
sites can be seen in Figure 2 and
their corresponding geographical
coordinates are listed in Table I.
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The raw clams were sampled
directly from the plastic box used
by the fishermen to rinse off and to
separate them from marine
sediments before the remaining
clams were transferred to the cook-
ing buckets or large cans to be
processed as clam meat. The raw
clams were then transferred to 1-L
wide-mouth plastic bottles (previ-
ously cleaned in the laboratory with

dilute nitric acid and rinsed with
distilled deionized water) and filled
to the top. The raw clams were
then rinsed twice with distilled
deionized water and completely
refilled with distilled deionized
water before closing the bottles.
Finally, the bottles were immedi-
ately placed in a cooler full of ice to
be transported to the laboratory,
where they were kept in a domes-
tic refrigerator at about 2–5oC until
their analysis.

Samples Obtained From 
Fishermen

One-half kilogram portions of
the clam meat processed from the
same batch of raw clams previously
collected, were obtained directly
from the fishermen. They placed
them into small clean plastic bags,
which were then squeezed into
clean 1-L plastic wide-mouth bot-
tles, closed, and immediately trans-
ferred to a cooler full with ice. 

Samples Obtained at Local Fish
Market

The commercial clam meats
were all bought from the same fish
vendor at the Rio Chico
marketplace, in the State of
Miranda (Venezuela), between
August 2001 and October 2002.
Portions of about one-half kilogram
were dispatched in plastic bags
(which is the normal procedure)
and then transferred to a cooler
containing ice for transport to the
laboratory.

Sample Preparations

After several days of soaking in
the distilled deionized water in the
refrigerator, the raw clams open by
themselves. The complete clam
material inside the shells was
removed with a pair of clean surgi-
cal gloves, washed with distilled
deionized water to separate the
clams from sediment and other for-
eign material. They were
transferred to 1-L precleaned glass
beakers and filled to the 200-mL
mark, rinsed with distilled deion-
ized water, discarding the excess
water. The beakers were then
placed in a drying oven at about
65oC until all the liquid was evapo-
rated; then the temperature was
increased to 80oC for 24 hours
before cooling in a desiccator.

The dried clam material in the
beaker was transferred to pre-clean
120 cc bottles. None of the clam
material that was in contact with
the bottom of the beaker was trans-
ferred, since it could have been
affected by the evaporating liquid
that concentrated in the bottom of
the beaker. The dried samples were
ground into a fine powder with a
large agate mortar and pestle, then
carefully mixed to prepare a homo-
geneous representative sample.

For the sample digestion for ICP-
OES and GF-AAS analysis, 1.0-g por-
tions of the clam material were
dissolved in 8 mL of concentrated

Fig. 2. A map showing the locations of the sampling and processing sites of the
clam meats.

TABLE I
The Geographical Coordinates

of the Sampling Locations

Site     Geographical Coordinates
No. North West

1 10° 27.276´ 66° 04.425´

2 10° 28.326´ 66° 05.392´

4 10° 31.579´ 66° 06.946´

8 10° 23.321´ 65° 58.842´

10 10° 21.628´ 65° 57.056´

12 10° 27.671´ 66° 04.841´

14 10° 31.368´ 66° 04.970´
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super pure nitric acid with heating
on a hot plate at about 70oC for
about 8 hours. When the solution
cooled, 2 mL of hydrogen peroxide
(30%) was added and heated again
at 70oC for 4 hours. Finally, the
resulting digest was diluted to 50
mL with distilled deionized water.
The digestions were performed in
duplicate for each sample.

For the WD-XRF measurements,
4-cm diameter disks were pressed
from 6-g sample portions. To elimi-
nate contamination, both faces of
the compression die were covered
with thin pre-clean Teflon® disks
and, as part of quality control,
between two and six replicate disks
were prepared for each sample. 

ICP-OES MEASUREMENTS

In ICP-OES, the sample is sub-
jected to temperatures high enough
to cause not only dissociation into
atoms but to cause a significant
amount of collisional excitation
(and ionization) of the sample
atoms to take place. Plasmas have
been used as atomization/excitation
sources for OES. These are highly
energetic, ionized gases, usually
produced in inert gases. Once the
atoms or ions are in their excited
states, they can decay to lower
states through thermal or radiative
(emission) energy transitions. In
OES, the intensity of the light emit-

ted at specific wavelengths is mea-
sured and used to determine the
concentration of the elements of
interest. The main advantage of
ICP-OES over the AAS techniques in
general are its multielemental capa-
bilities, longer dynamic ranges, and
fewer condensed phase
interferences. In addition, besides
the refractory compound-forming
elements, elements such as I, P, and
S are detected with more sensitivity
by the ICP-OES technique (27).

The ICP-OES spectrometer was
operated in the automatic mode
with background correction
employing the operating conditions
stated in the Instrumentation sec-
tion. The following wavelengths
(nm) were employed: 259.940 for
Fe, 324.754 for Cu, 231.604 for Ni,
313.856 for Zn, 226.502 for Cr,and
226.502 for Cd. The mean and stan-
dard deviation (1s) of the measured
values of three independent sample
digest of NIST- 2976, mussel tissue
reference material are given in
Table II and compared to their cer-
tified (Cu, Fe, Zn and Cd) or recom-
mended (Cr and Ni) values.  It can
be clearly seen that all the trace ele-
ments had been determined very
accurately. It can also be seen in
Table II that the precisions are
much less than 30% for all
elements. Acceptable accuracy and
precision for the monitoring of

trace elements in shellfish has been
reported to be <30% (1).  

GF-AAS MEASUREMENTS

The sensitivity of graphite fur-
nace atomic absorption makes it
the obvious choice for trace metal
analysis applications. Routine deter-
minations at the mg/L level for
most elements make it ideal for
environmental applications.
Advances in instrumentation and
techniques have made it possible to
analyze very complex sample matri-
ces, such as those frequently found
in biological and geological sam-
ples. The microliter sample sizes
used offer additional benefits
where the amount of sample avail-
able for analysis is limited, as in
many clinical analyses. 

A graphite furnace analysis con-
sists of measuring and dispensing a
known volume of sample into the
furnace. When the temperature is
increased to the point where sam-
ple atomization occurs, the atomic
absorption measurement is made.
Variables under operator control
include the volume of sample
placed into the furnace and heating
parameters for each step (28).

Lead and vanadium were
analyzed by GF-AAS using the opti-
mized heating program
recommended by the instruction
manual. Peak area was determined
by the absorbance mode and deu-
terium background corrector was
used for lead and Zeeman correc-
tion for vanadium. There was no
need to use matrix modification.

WD-XRF Measurements

Conventional wavelength-disper-
sive x-ray Fluorescence (WD-XRF)
involves angular dispersion of the
characteristic x-rays by an analyzing
crystal that were induced in the
sample as a result of the interaction
of electromagnetic radiation from
an x-ray tube. The diffracting crys-
tal has a high resolution but the
process is very inefficient. Thus,

TABLE II
Comparison of the Determined Values of 

Mussel Tissue Standard Reference Material (NIST-2976) 
by WD-XRF and ICP-OES 

With the Certified (CV) and Recommended Values (RV); 
<dl= Below Detection Limit 

Element     Reference Material Value        ICP-OES Values      WD-XRF values 
(µg/g) (µg/g) (µg/g)

Cd 0.82 ± 0.16 (CV) 0.84 ± 0.02 <dl
Cr 0.50 ± 0.16 (RV) 0.53 ± 0.03 <dl
Cu 4.02 ± 0.33 (CV) 4.15 ± 0.07 <dl
Fe 171.0 ± 4.9 (CV) 175.5 ± 4.07 140 ± 1.2
Ni 1.04 ± 0.10 (RV) 0.93 ± 0.12 <dl

Zn 137 ± 13 (CV) 144.1 ± 4.4 152 ± 0.5
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the detection efficiency needs to
be maximized; this is accomplished
by a Rowland circle geometry. Fur-
ther information on WD-XRF spec-
trometry can be found elsewhere
(29).

The sample disks were analyzed
by a conventional wavelength dis-
persive X-ray fluorescence spec-
trometer (WD-XRF) with a 3KW Rh
anode X-ray tube. The following
elements were measured sequen-
tially employing the parameters
listed in Table III: Al, Cl, Cu, Fe,
Mg, Mn, Na, P, Si, Sr and Zn. 

RESULTS AND DISCUSSION

Investigation of the Processing
of Raw Clams to Commercial
Clam Meats

The following trace elements:
Fe, Cu and Zn were studied by
both ICP-OES and WD-XRF. The
determinations of these elements
in raw clams and their respective
processed clam meats are
presented in Table IV. While, the
values for Cr, Ni, V, Cd and Pb by
their respective methods are pre-
sented in Table V. For  two of the
five sample sets (sites 8 and 12) the
iron values by ICP-OES were about

20% less in the clam meat relative
to the raw clams, which is not sig-
nificant considering 30% standard
deviation (1s), but at site 14, the
sample set showed an increase of
about 150% in the clam meat.  This
large difference was probably due
to the difference in the amount of
marine sediment contamination in
the clam meat or contamination
during the processing from a metal
screen or the cooking containers.
Similarly, the values for Cu, Ni and
Zn were also found to be higher,
but only by about 30% for the clam
meat processed at site 14. The cont-
amination conclusion is also sup-
ported by the large enrichment of
the Cr, V, and Pb concentrations in
the processed clam meat at site 14
as seen in Table V. In the case of
the other four sampling sites, the
values for Cu, Ni, Zn, Cr, V, Cd and
Pb are not significantly different
considering the 30% relative varia-
tion (precision limit) suggested in
the literature (1), thus no evidence
was found to support contamina-
tion of the clam meats at these sites
on these dates. 

To check the validity of the
oven-drying procedure for the clam
materials, to ensure that none of

the trace element concentrations
were lost in this process, we have
compared this procedure with a
freeze-drying procedure. The values
of the freeze-dried samples (coded
FD) and the oven-dried samples
taken from the same lot of raw
clams are shown to be similar in
Tables IV and V. A similar oven-dry-
ing procedure has also been
employed in the literature (1) previ-
ously, but no comparison was per-
formed to check it validity.

The values of Fe in raw clams or
clam meats have not been previ-
ously reported in Venezuela. While,
Fe was determined to be between
153–441 µg/g (1) in four different
species of mussel tissue from Pina
Bay (Brazil).  These values are about
an order less than the ICP-OES val-
ues we have determined and sus-
pect that our values could have
been high due to contamination
with marine sediment.

TABLE III
WD-XRF Instrumental Parameters  

for the Different Elemental Determinations

Element  X-ray Line   Voltage   Current   Collimator   Crystal         Detector
(Kv)       (mA)      (Degrees)

Al Kα_ 30 100 0.15º PET Proportional
Mg Kα 30 100 0.15º OVO-55 Proportional
Cl Kα 30 100 0.15º PET Proportional
Cu Kα 60 50 0.15º LiF220 Proportional
Fe Kα 60 40 0.15º LiF220 Proportional
Mn Kα 50 60 0.15º LiF220 Proportional
Na Kα 30 100 0.15º OVO-55 Proportional
P Kα 30 100 0.15º PET Proportional
Si Kα 30 100 0.15º PET Proportional
Sr Kα 60 50 0.15º LiF220 Proportional

Zn Kα 60 30 0.15º LiF220 Proportional
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TABLE IV
Comparison of the Fe, Cu and Zn Ccncentrations by the ICP-OES and WD-XRF methods in Raw Clams and

Their Corresponding Clam Meats at Five Different Sampling Sites
(The site locations are seen in Figure 2 and their geographical coordinates are listed in Table I. The samples

coded "FD" were freeze-dried; RC=raw clams and CM=clam meat.)

Site      Sample            Date                Material      Fe (µg/g)    Fe (µg/g)    Cu (µg/g) Cu (µg/g)   Zn (µg/g)  Zn (µg/g)
Code Collected ICP-OES     WD-XRF      ICP-OES       WD-XRF      ICP-OES    WD-XRF

2 22 29/01/2002 RC 6893 5000 37 21 79 100

35 29/01/2002 RC 7389 7190 32 21 90 110

42-FD 29/01/2002 RC 5793 2320 36 21 72 110

18 29/01/2002 CM 3089 4690 24 29 79 120

34 29/01/2002 CM 3209 3500 26 28 86 110

4 24 29/01/2002 RC 1286 3040 25 20 51 45

44-FD 29/01/2002 RC 1687 2730 23 17 58 55

19 29/01/2002 CM 2244 3780 16 26 74 110

33 29/01/2002 CM 2371 3600 15 19 73 92

8 28 30/01/2002 RC 3642 9086 19 39 90 92

48-FD 30/01/2002 RC 1020 17 100

68 01/10/2002 RC 2680 31 65

54 01/10/2002 CM 2967 2390 13 nd 92 93

12 62 02/10/2002 RC 3807 2870 39 17 166 86

55 02/10/2002 CM 2995 2810 24 16 110 89

14 64 02/10/2002 RC 1989 1830 25 14 98 71

56 02/10/2002 CM 5201 3750 31 42 129 86

mean (µg/g)   3999 3515 26 25 90 89

sd (µg/g) 1790 2000 9 8 29 24

rsd (%) 45 57 33 34 32 27
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TABLE V
Determination of Cr, Ni, Cd, V, and Pb in Raw Clams and 

Their Corresponding Clam Meats at Five Different Sampling Sites
(The site locations are seen in Figure 2 and their geographical coordinates are listed in Table I. 

The samples coded "FD" were freeze-dried; RC=raw clams and CM=clam meat. )

Site          Sample              Date             Material     Cr (µg/g)      Ni (µg/g)    Cd (µg/g)       V (µg/g)          Pb (µg/g)
Code             Collected ICP-OES       ICP-OES      ICP-OES        GFA-AAS          GFA-AAS

2 22 29/01/2002 RC 7 14 1.4 14.3 4.1

35 29/01/2002 RC 7 15 1.4 16 4.8

42-FD 29/01/2002 RC 5.3 15 1.2 11.5 5.7

18 29/01/2002 CM 1.01 9 1.3 7.54 <1.5

34 29/01/2002 CM 1.01 10 1.3 7.66 2.29

4 24 29/01/2002 RC 1.6 10 <1 3.7 <1.5

44-FD 29/01/2002 RC 2 12 <1 5.4 1.9

19 29/01/2002 CM 1.45 10 <1 4.24 <1.5

33 29/01/2002 CM 1.02 10 1.19 4.71 1.68

8 28 30/01/2002 RC 1.18 7 <1 6.78 <1.5

54 01/10/2002 CM 1.1 6 <1 5.57 <1.5

12 62 02/10/2002 RC 1.57 15 <1 3.13 <1.5

55 02/10/2002 CM <1 9 <1 3.68 <1.5

14 64 02/10/2002 RC <1 10 <1 2.38 <1.5

56 02/10/2002 CM 1.96 12 <1 5.14 1.62

mean (µg/g) 2.2 10.6 1.0 6.1 2.9

sd (µg/g) 1.9 2.7 0.4 3.3 1.7

rsd (%) 87.9 25.4 39.0 54.1 57.6
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Monitoring of Commercial
Clam Meats for Health Risk
Assessment

The values of Fe, Cu and Zn
were determined by both ICP-OES
and WD-XRF for commercial clam
meats bought at the Rio Chico mar-
ketplace between August 2001 and
October 2002 and presented in
Table VI; the concentrations of the
other trace elements (Cr, Ni, Cd, V
and Pb) determined by ICP-OES and
GF-AAS are listed in Table VII. It
should be mentioned that their sup-
plies did not always come from the
same site, but rather than from dif-
ferent area between Higuerote and
Taraguia de La Laguna. Thus, one
would expect some minor compo-
sitional deviations. Besides, the
much better detection limits for the
determinations of Fe, Cu and Zn as
shown in Table VIII, the ICP-OES
method was much more sensitive
and selective for the analysis of
clam material in respect to the gen-
eral conventional WD-XRF method
employed. The detection limits
could have been lower by maximiz-
ing the counting times of the differ-
ent characteristic x-rays and their
corresponding backgrounds but
not significantly.  

There were some very large dif-
ferences in Table VI between some
of the ICP-OES and WD-XRF values
for Fe, for example sample 7 and
48 which had 37% and 55% differ-
ences respectively; again this was
most probably due to the
difference quantities of marine sedi-
ments in the different sample por-
tions employed for the
determinations. 

The Cu mean value for the WD-
XRF determinations was 50%
higher than the mean value of the
ICP-OES method.  It can be
concluded that the ICP-OES values
were more accurate, because of the
results of the accuracy study with
the mussel tissue reference material
as seen in Table II and the proxim-
ity of the determined values to the

detection limit of Cu in biological
materials by WD-XRF. It can also
readily be seen in Table VIII that
the detections limits for Fe, Cu and
Zn by the ICP-OES method were
many factors lower than the
WDXRF method. In a preliminary
study (4) of raw clams from the
same area in Venezuela in 1990, the
reported valued ranged from
59–152 µg/g. But, the range of val-
ues of four different mussel species
from the Pina Bay, Brazil was
reported to be 5–17 µg/g (1). 

The previously reported values
of Ni (4) for raw clams from this
same area were between 16–31
µg/g about four times higher than
our determined values; while the
reported range of values for the
four species of mussel from Brazil
was 0.7–1.8 µg/g (1).

The mean value of Zn was about
21% less by ICP-OES method than
the mean value determined by the
WD-XRF method, which is less than
the 30% precision limit suggested
by Santos de Lima et al. (1), there-
fore, again we support the ICP-OES
values as more correct because of
the accuracy study and it inherent
advantage over WD-XRF for trace
element analysis in biological mate-
rials. The reported values of Zn in
raw clams in 1990 (4) from the
same zone were between 227–266
ug/g, again much higher than our
results which were in the range of
61–104 µg/g and the reported val-
ues for four different species of
mussels from Brazil were from 62
to 159 µg/g (1).

The values of Cr in the clam
meats were determined only by
ICP-OES, since the concentrations
were below the detection limit for
WD-XRF; the values were between
0.7–1.9 ug/g with a relative stan-
dard deviation (1σ) of 30% over
more than a one year period of
time.  The previously reported val-
ues (4) of Cr in 1990 for raw clams
from the same area were between

2.9–4.3 ug/g. While, the reported
values of Cr for the four different
species of mussel from Brazil
ranged from 0.7–1.1 µg/g (1).

The determined values of the
common toxic elements, Cd and Pb
were all below their measured
detection limits in the monitored
clam meats, which were <1 µg/g
for Cd and < 1.5 µg/g for Pb. This
was surprising, since we have mea-
sured levels up to 1.3 µg/g for Cd
and 2.3 µg/g for Pb in clam meats
(see Table III) that were collected
directly from the fisherman on the
beach immediately after processing
at other sites. 

Finally, the V values for the com-
mercial clam meats were between
2.5–6.0 µg/g with a relative standard
deviation (1σ) of 26%. The determi-
nation of Vanadium was not per-
formed previously in raw clams or
their meats in Venezuela. While the
values of V in four different species
of mussels in Brazil were between
0.05 and 1.0 µg/g, but a study of
marine mussels from the German
Bright (5) had  shown similarly high
values for V. The health risk level
for V is less than one µg/g accord-
ing to the EPA standards (2), thus
our values and the levels at the Ger-
man Bright are many factors above
the risk level. They have explained
the higher levels of V to be a result
of fossil oils and fuels near the ship-
yards and shipping routes. In our
case, not only are oil and other
petroleum products shipped along
this coast, but also there is a large
petroleum terminal near Higuerote,
thus, an explanation for these high
V values in the clam meats. A study
of the marine sediments, along the
coast between Higuerote and
Tacarigua de la Laguna at the same
sampling sites as the clams also
showed high levels of V, in the
range of 60–120 µg/g  (see Table
IX.
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The Effect of Marine Sediment
Contamination on the Determi-
nation of the Selected Trace 
Elements in Raw Clams and
Their Meats

Since the sample digests, all
resulted with some form of residue,
that resembled marine sediment
and degree of cloudiness on the
bottom of digest tubes before the
final dilution, it was decided to fur-
ther investigate this, specially since
the our determined values for Fe in
the clams and their meats were
very high. Residues in the digest of
bivalve materials have been previ-
ously reported (2,7) and were
allowed to settle to the bottom or
be filtered, but they were not fur-
ther studied.

First, we filtered five sample
digests with 45 µm micro pore
papers to obtain sufficient material
to perform conventional powder X-
ray diffraction. The results showed
that there were two phases, one
was a clear fine powder, which was
determined to be quartz, a major
component of marine sediment.
And the other phase was a brown
sticky substance, which was identi-
fied to be an unknown organic
compound or mixture. Therefore,
we concluded that the samples did
contain some marine sediment.
This contamination could possibly
have been eliminated in the raw
clam samples by only analyzing the
clam tissue rather than the whole
clam, but the whole clam is
digested with the marine sediment
contamination when consumed by
humans.  In the case of the clam
meat, it would be difficult if possi-
ble to separate the clam tissue from
the other parts.

An experiment to determine
how much of the sediment would
be extracted into the digest was
performed on marine sediments
taken at three of the sampling sites
at the same time the clams were
collected. This was done by treat-
ing one gram of marine sediment

Cr, Cd, V and Pb at the concentra-
tion levels in the clam materials.
Thus, we employed the ICP-OES
method to determine Ni, Cr and Cd
and the GF-AAS method to deter-
mine the V and Pb in the clams and
their processed meats because they
exhibited better precision and
accuracy for the respective determi-
nations. In conclusion, we prefer to
employ only the ICP-OES and GF-
AAS methods for the respective
trace element determinations, even
though the WD-XRF method does
not require a costly and time-con-
suming dissolution procedure. But,
the WD-XRF method can be
employed when only Fe, Cu and Ni
are required and the accuracy does
not need to be less than 30%.

In general, there were no signifi-
cant differences for the concentra-
tion values of trace elements,
between the oven-drying
procedure and the freezed-drying
method for the same samples,
except for Fe which can be con-
tributed to the sediment contamina-
tion. Most of the percent
differences between the portions of
the oven-dried clam material and
the freezed-dried portions were less
than 20%, even those from the WD-
XRF method.

The study of the residue in the
sample digest was shown to be
quartz, a major component of
marine sediment in part and an
unknown organic compound or
mixture. An extraction recovery
study showed large percentages of
Fe, about 40% and minor percent-
ages of about 10% of V would be
extracted from typical marine sedi-
ment at these sites. Thus, these
effects need to be taken into
account.     

It was seen that the measured
concentration values of the raw
clams for Cd, Cr, Cu, Ni, Pb and Zn
were all lower than a previous
study in the same area in 1990 (4),
which tend to suggest that the
marine environment is of better

by the same sample dissolution
method as the clams and determin-
ing how much was extracted into
the digests by filtering the residue.
The results showed that 5.9%,
13.5% and 2.6% by weight of the
marine sediment was extracted into
the sample digest from the
sediment samples taken at site 2, 4
and 10, respectively. But, since dif-
ferent elements could be extracted
differently, the total composition of
the marine sediments was
determined by conventional WD-
XRF and the trace element content
of the digests by ICP-OES, to deter-
mine the extraction recoveries. The
results of these experiments are
shown in Table IX. In general, the
extraction recoveries are similar for
the different sites; about 40% for
Fe, 10% for V and about 5% for Cu
and Cr. Thus, the contamination of
the clams and their meats by
marine sediments affect the deter-
mination of Fe greatly and some-
what for the other trace elements.
Finally, it should be noted that the
marine sediments in study area all
have a very fine particle component
and is always suspended in waters
were the clams live.

CONCLUSION

It was shown that both the ICP-
OES and WD-XRF methods could
both produce results for the nutri-
tional elements: Fe, Cu and Zn, but
the ICP-OES method was shown to
be much more accurate. The per-
cent difference for the ICP-OES
method for the determination of Fe
in the mussel tissue standard refer-
ence material was less than 3% in
respect to more than 20% by the
WD-XRF method. In the case of the
Zn determination, the percent dif-
ference was about 5% for the ICP-
OES method versus more than 10%
by the WD-XRF method. The Cu
concentration (4.02 µg/g) in the
reference was below the detection
limit of the WD-XRF method, but
not for our clam materials. The WD-
XRF method could not detect Ni,
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TABLE VI
Comparison of Fe Cu and Zn Values Determined by the WD-XRF and ICP-OES Methods in 
Commercial Clam Meats Bought at the Rio Chico Marketplace Over a 14-months’ Period

Sample              Date              Fe (µg/g)            Fe (µg/g)        Cu (µg/g)        Cu (µg/g)        Zn (µg/g)       Zn (µg/g)
Code ICP-OES              WD-XRF         ICP-OES           WD-XRF         ICP-OES         WD-XRF

5 09/08/2001 1350 27 125

6 09/08/2001 1500 28 140

7 17/08/2001 2973 2170 14 26 94 135

8 20/08/2001 2300 30 151

9 23/08/2001 2520 22 132

10 30/09/2001 1170 22 136

11 12/10/2001 1630 36 130

12 26/10/2001 920 1050 7 18 72 99

13 16/11/2001 1460 18 117

14 17/12/2001 1810 26 61 120

16 22/12/2001 2100 25 101

17 03/01/2002 2090 25 92 100

31 15/02/2002 1750 17 85 99

32 08/03/2002 1670 18 100

36 22/03/2002 2238 2680 17 21 90 110

38 18/04/2002 2100 18 100

40 10/05/2002 2102 2300 13 33 79 110

41 09/06/2002 2250 12 18 78 100

42 21/06/2002 2320 20 115

44 12/07/2002 1599 1620 12 17 82 101

45 17/07/2002 2170 81

46 25/07/2002 2413 3070 13 88 130

47 31/07/2002 3190 14 96

48 21/08/2002 656 1020 10 17 86 100

49 26/08/2002 1010 16 110

50 29/08/2002 1580 16 67

51 04/09/2002 1105 1200 20 15 86 66

52 13/09/2002 2143 2370 18 19 101 100

53 02/10/2002 2015 2050 20 16 104 100

mean (µg/g) 1816 1914 14 21 86 109
sd (µg/g) 730 581 4 6 11 20

rsd (µg/g) 40 30 29 27 13 19
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TABLE VII
The Determination of Cr, Ni, Cd, V and Pb in Commercial Clam Meats

Bought at the Rio Chico Marketplace Over a 14-month’s Period

Sample       Date         Cr (µg/g)   Ni (µg/g)   Cd (µg/g)   V (µg/g)    Pb (µg/g)
Code ICP-OES    ICP-OES      ICP-OES     GFA-AAS   GFA-AAS

7 17/08/2001 1.9 7.7 <1 2.4
12 26/10/2001 0.8 5.8 <1 2.4
36 22/03/2002 1.7 6.4 <1 4.5 <1.5
40 10/05/2002 1.4 5.7 <1 3.9
41 09/06/2002 1.4 6.5 <1 4.5
44 12/07/2002 0.9 5.2 <1 3.9 <1.5
46 25/07/2002 1.3 6.5 <1 4.6 <1.5
48 21/08/2002 0.7 4.4 <1 2.5 <1.5
51 04/09/2002 1.2 4.7 <1 3.4 <1.5
52 13/09/2002 1.8 4.8 <1 5.2
53 02/10/2002 1.4 5 <1 4.3

Mean (ug/g) 1.3 5.7 <1 3.8 <1.5
sd (ug/g) 0.4 1.0 1.0

rsd (%) 30.1 17.6 25.9

TABLE VIII
Comparison of the Detection Limits for Fe, Cu, and Zn in 

Clam Material by the ICP-OES and WD-XRF Methods

Element                             Detection Limit (µg/g)
ICP-OES Method                 WD-XRF Method

Fe 0.26 9
Cu 0.12 5

Zn 0.08 12

TABLE IX
Determination of Selected Elements in Marine Sediments 

From Three Sampling Sites by WD-XRF and the Amount Extracted
Into the Sample Digest Employing the Same Method Used for the

Clam Materials by ICP-OES (nd= not detected)

Element  Sediment   Extraction   Sediment   Extraction  Sediment  Extraction 
Site #1          #1               Site #4         #4          Site #10        #10
(µg/g)          (µg/g)        (µg/g)          (µg/g)       (µg/g)       (µg/g)

Cd nd <1 nd <1 nd <1
Cr 87 5.09 70 5.03 nd 2.56
Cu 25 4.88 26 3.16 nd <1
Fe 21.470 8.363 19.320 7.943 8.840 3.300
Ni nd 11.70 nd 9.74 nd 4.54
V 100 10.61 120 11.91 64 6.4

Zn nd 28.81 nd 22.23 nd 13.0

quality presently, but this conclu-
sion would be affected by the
amount of the contamination of the
clams by the marine sediments in
both of these studies. In the previ-
ous study, no precaution was taken
to eliminate the marine sediment
that was in the bivalves and the
samples were prepared from
homogenized tissue, since the prin-
cipal objective of that study was to
determine organic compounds by
gas chromatography (4).

The measured concentrations of
the trace elements in the commer-
cial clam meats sold at the Rio
Chico marketplace, except V are all
below the health risks for human
consumption according to the
guidelines of the US EPA (2). The
mean vanadium value was about a
factor of four above the one µg/g
level, thus it is most likely that lev-
els in the clam tissue itself are
above the risk level for human con-
sumption and not just from the
marine sediment contamination. As
a food (diet) source, clams and
their processed meats are rich in
Cu and Zn, thus are very
nutritional; their content of the
toxic elements Pb and Cd are
below their respective detection
limits of 1.5 µg/g and 1 µg/g, but
the high levels of V, much greater
than 1 µg/g classify them as health
risk according to the US EPA guide-
lines (2).

Finally, there were no significant
differences between the trace ele-
ment content of the raw clams and
their respective processed meat for
four of the five sample sites stud-
ied, but it was clearly seen that the
processed meat at site 14 was cont-
aminated. In general, the trace ele-
ment concentrations levels in the
processed meat at site 14 were
much higher than the raw clams,
this was probably due to the
marine sediment in general, but Pb
contamination probably had an
additional source.

Received October 13, 2003.
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INTRODUCTION

Determination of iron species
present in the environment is a task
of growing interest to scientific
fields such as geochemistry, atmos-
pheric chemistry, and oceanogra-
phy research. The redox reactions,
which occur in the chemical
weathering of rocks, involve iron
from different minerals, and conse-
quently, the oxidation state of the
Fe ions depends on the reducing or
oxidizing conditions (1). The
appearance of Fe(II) is expected in
reducing environmental conditions
which can occur in groundwater
systems [i.e., lower, more saline
levels of stratified lakes, as well as
in clouds, fogs, and rain water due
to the photo reduction of Fe(III) (2-
4)]. Investigations of organic com-
plexation of iron in seawater and
the open oceans show that prokary-
otic cells excrete specific organic
ligands, known as siderophores, in
response to low levels of iron (5–9).
It is assumed that the bioavailability
of iron species has an effect on the
phytoplankton population. How-
ever, the redox cycling between
Fe(II) and Fe(III) also has a signifi-
cant effect on other redox
processes in many natural water
systems. Therefore, speciation of
iron is one of the most important
considerations for a better under-
standing of these natural processes.

However, iron speciation has
not yet found its way to standard-
ized procedures. For example, in
drinking and wastewater legislation, the total iron value is all

that is measured. Many instrumen-
tal methods and ways of determin-
ing total iron have been proposed
such as spectrophotometry, amper-
ometry, atomic absorption spec-
trometry (AAS), and inductively
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ABSTRACT 

The capability of hyphenated
high performance ion chromatog-
raphy coupled with inductively
coupled plasma optical emission
spectrometry (HPIC/ICP-OES)
was investigated for iron specia-
tion in natural water samples. A
discrete sample introduction sys-
tem produced transient signals to
the ICP-OES detector. These sig-
nals were characterized through
peak asymmetry factors. The
reproducibility of the signal using
peak height and peak area values
was found to be good. The elu-
tion of Fe(II) and Fe(III) from
chromatographic columns using
pyridine-2,6-dicarboxylic acid
was measured, and the results
were satisfactory for most of the
prominent iron emission line at
259.925 nm; two resolved chro-
matographic peaks were
detected by ICP-OES. 

The iron standard solution
stability was studied and found to
be sufficient to allow the deter-
mination of total iron at very low
concentration ranges. Speciation
of iron in natural water samples
was achieved with on-line pre-
concentration, and the measured
concentrations of Fe(III) and
Fe(II) were 7.5 and 1.2 ng mL–1,
respectively. The appearance of
another iron species overlapping
the peak of Fe(III) can probably
be attributed to the bonding of
Fe(III) with the organic
compounds in the water sam-
ples. 

coupled plasma optical emission
spectrometry (ICP-OES). Most of
these methods are quick and selec-
tive but lack the sensitivity for ele-
ment determination at low
concentration levels. Preconcentra-
tion and separation techniques are
usually required prior to analysis.
The determination of oxidation
states of iron in natural waters has
generally been achieved by com-
plexation with specific chelating
reagents such as 1,10-phenantroline
and ferozine, followed by
spectrophotometric or voltammet-
ric measurement (10-14). Several
flow injection analysis (FIA) meth-
ods have also been applied for the
simultaneous determination of
Fe(II) and Fe(III) (15–17). Some
voltammetric techniques take
advantage of complexation with
organic chelators as a preconcen-
tration step, and they assume that
there is no strong natural organic
chelator that can cause
interferences, but this is not always
the right assumption. Determina-
tion of iron species can also be
complicated by the presence of a
variety of iron oxides with a range
of reduction potentials with respect
to Fe(III). Spectrophotometric
methods also suffer from interfer-
ences caused by complexation of
iron by ligands present in real sam-
ples. 

Iron species in natural waters
can be preconcentrated and sepa-
rated on an ion chromatographic
column. Excellent separation of
transition and rare earth metals is
achieved by using pyridine-2,6-
dicarboxylic acid (PDCA) as the 
eluent, or by forming chelating sur-
faces with impregnation of the
resins (18,19). Significant improve-
ments in speciation detection have
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been realized by coupling
chromatography with an element-
specific detection technique such
ICP-OES. The first investigation of
this hyphenated system involved
the formation of iron-PDCA com-
plexes and the results showed that
preparation and preservation of the
samples has a considerable effect
on the results (20). 

There are other problems associ-
ated with the coupling of two
instruments. The conventional con-
cept of a steady state signal mea-
surement has to be abandoned
when the ICP-OES spectrometer
serves as the detector for chromato-
graphic separation. This is because
the chromatographic peak is tran-
sient and must be measured using
peak area. In order to evaluate ICP-
OES as the detector in ion
chromatography, it is crucial to
examine important parameters
such as the influence of mobile
phase on signal measurement, the
contribution of the detector to
peak broadening, and the detection
power. Since PDCA effects in the
plasma have already been reported
(21), the focus of our study was to
observe the detector performance
in this tandem system. Therefore,
the purpose of this study was to
demonstrate the applicability of
high performance ion chromatogra-
phy (HPIC) coupled with ICP-OES
in the complex analytical task of
iron speciation. 

EXPERIMENTAL

Instrumentation

The instruments used were a
Model Dionex 2000 ion chromato-
graph (Dionex Corporation, Sunny-
dale, CA, USA) and a PerkinElmer
Plasma 40 inductively coupled
plasma optical emission spectrome-
ter (PerkinElmer Life and Analytical
Sciences, Shelton, CT, USA). The
instrumental parameters and operat-
ing conditions are given in Table I.

Signal Reading

The emission signal from the pho-
tomultiplier tube of the ICP-OES was
measured directly as a voltage using a
Digitial-Multimeter DMM M 4560CR,
which was connected to the detector
output from the spectrometer box.
The voltammeter was connected to a

computer through an MT/RS232
interface connection. The signal was
read out every 500 ms and collected
by Digiscope (Digital, Maynard, MA,
USA) software, which enabled instan-
taneous monitoring of the signal and
transference of the collected data to
any other data handling software.

TABLE I
Instrumental Parameters and Operation Conditions

ICP-OES
Spectrometer Czerny-Turner, 408 mm
Gratings Holographic blazed 

UV: 4200 lines/mm 
Visible: 1800 lines/mm 

Spectral bandwidth UV: 0.019 nm
Visible 0.10 nm

Slit widths Both entrance and exit slits fixed at 25 mm
R.F. Power supply Free-running ICP generator, 40 MHz, 

nominal output power 1000 W

Torch Fassel type, piezo-electric ignitor
RF induction coil 4 turns of copper wire
Ar flows Outer: 12.0 L min–1

Intermediate:  0.8 L min–1

Carrier: 1.0 L min–1

Observation height 15 mm above coil
Spray chamber Scott type
Nebulizers Cross-flow, transversely mounted

Meinhard concentric, type TR-30-A3
Sample uptake rate 1.0 L min–1

HPIC
Sample loop 50 mL
Rheodyne six-port rotary valve
Chromatographic pump
Analytical column (Dionex) HPIC-CS5

Cation (mixed anion and cation exchange)
Core size:  13 mm
Latex size:  100 nm
Latex cross-linking:  2.0%
Functional group: SO3

– and N+R2(R’’OH)
Guard Column (Dionex) HPIC-CG5
Recommended flow rate 1 mL min–1

UV detector wavelength  520 nm

Postcolumn reagent flow rate 0.7 mL min–1
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HPIC/ICP-OES Connection

The outlet of the analytical
column of the ion chromatograph
was connected through Teflon® tub-
ing (20 cm length, 0.3 mm i.d.) to the
cross-flow nebulizer mounted to the
sample introduction system of the
ICP-OES. The tube length was as
short as possible to prevent
additional dispersion of the eluted
analyte and broadening of the chro-
matographic peaks.

Reagents and Solutions

A 1.0-g amount of pyridine-2,6-
dicarboxylic acid [PDCA, Mr-167.12
(g/mol)] was placed into a 1-L flask.
A volume of 0.7 L ultrapure water
(18MΩ), purified with the Milli-Q™
(Millipore, Bedford, MA, USA) deion-
izing system, was added and the dis-
solution performed using an
ultrasonic bath. Acetate buffer was
added to the prepared solution, and
the pH of the solution adjusted to
4.8. The flask was filled with ultra-
pure water and the final concentra-
tion of the PDCA solution was 6
mmol L–1. Several solutions of equal
concentrations of PDCA were pre-
pared in the pH range from 3.0–8.0.
These solutions were used for testing
the effects of different pHs on Fe(II)
and Fe(III) separation.

The standard solutions of iron
were prepared by dilution of the
appropriate volume of FeCl3 stock
solution [Titrisol® Fe standard (1 g
L–1), Merck, Darmstadt, Germany]
with ultrapure water. A solution of
1000 mg mL–1 Fe(II) was prepared by
dissolving the appropriate amount of
(NH4)2Fe(SO4)2 x 6 H2O in water, fol-
lowed by addition of 1 mL concen-
trated H2SO4 and dilution with water
to 100-mL volume. The final concen-
tration of this solution was
determined by titration with KMnO4

standard solution. A solution of Fe(II)
must be freshly prepared before each
set of measurements. Solutions of
lower concentrations were prepared

by dilution with an appropriate vol-
ume of ultrapure water.

Detection of iron species by
means of a UV/VIS detector included
the formation of colored complexes
with 4-(2-pyridilazo) resorcinol (PAR)
post-column reagent. A 0.05-g
amount of PAR was weighed and dis-
solved in 1:1 ammonia solution. After
dissolution of PAR, 57 mL of glacial
acetic acid was added, and the flask
filled with water to 1-L volume.

Ascorbic acid used as a reducing
agent was prepared by dissolution in
ultrapure water. The final concentra-
tion was 3% (m/V).

A solution of 1% (m/V) Na2SO3

was prepared by dissolution of salt in
ultrapure water. It was used to
reflush the column in order to pre-
vent oxygen buildup inside the col-
umn.

All solutions were degassed before
entering into the ion chromatograph.
The rapidly oxidizing solutions were
stored under nitrogen.

Measuring Procedure

The appearance of the transient
signal on the detector was first tested
without ion chromatography separa-
tion in the column. The outlet of the
rotary valve from the chromatograph
was connected with 30-cm long
Teflon tubing (0.3 mm i.d.) to a cross-
flow nebulizer on the ICP-OES spec-
trometer. The blank and standard
solutions of iron were injected by
means of a syringe into a sample loop
of the ion chromatograph. Injection
of 50 µL of a fresh portion of
standard solution was repeated sev-
eral times. The time period between
two injections was kept constant at
20 seconds. A solution of PDCA was
used for elution of the standard from
the sample loop. The pumping rate
in the ion chromatograph was held at
1 mL min–1 to match the sample
uptake rate on the ICP-OES. The
emission intensity was measured by
ICP-OES using the most prominent
Fe(II) line at 259.925 nm.

The separation of mixtures of
Fe(II) and Fe(III) standard solution on
the chromatographic column was
tested with the chromatograph con-
nected to the ICP-OES. Standard solu-
tions in the 1–10 µg mL–1 range were
injected into a sample loop. The
detected emission signals obtained
after elution of iron-PDCA species
from the analytical column were
stored in the computer program.
Replicate intensity measurements
from a single run of solutions as per-
formed in the ICP-OES in a continu-
ous-flow operation mode were not
feasible in the coupled system. There-
fore, three chromatographic runs of
each prepared standard solution
were performed to determine preci-
sion (%RSD).

Sample Handling and Analysis

The polyethylene containers used
to collect the natural water samples
were cleaned by soaking in 10%
nitric acid and rinsing with ultrapure
water. They were then left soaking in
ultrapure water until use. Samples of
spring and pond water were
collected in containers. The contain-
ers were filled to volume and sealed
hermetically to prevent influence
from atmospheric oxygen. In the lab-
oratory, the samples were immedi-
ately filtered and stored at 4oC. There
was no additional acidification of the
samples, and the period between col-
lection and analysis was shortened as
much as possible.

The guard column was connected
to the analytical column, and the
flow rate during preconcentration
was adjusted to 2.0 mL min–1. After
preconcentration of a 1000-mL sam-
ple, the elution with 6 mmol L–1

PDCA was started. The flow rate was
adjusted to 1.0 mL min–1 and the iron
elution from the column was
observed as an emission signal at
259.925 nm.
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RESULTS AND DISCUSSION

Element-specific detection by an
ICP-OES spectrometer with
chromatography does not allow mea-
surements on the signal plateau
(steady-state) because ICP-OES
becomes a sort of flow-through
detector. Discrete repetitive introduc-
tion of iron standard solutions into
the HPIC/ICP-OES system, where the
separation column was not
connected, produced an asymmetri-
cal transient signal (see Figure 1).

Peak height varied slightly
between two points in the maximum
due to a readout frequency of 2 digits
per second. It is obvious that the
basic shape of the signal was not
affected by changes in iron concen-
tration. It was also found that the sig-
nal remained the same with injection
of Fe(II) or Fe(III). The observed
peak asymmetry can be explained in
light of the basic principles of flow
injection analysis (FIA) (22). Accord-
ing to FIA theory, symmetrical gradi-
ent profiles will be obtained in a long
narrow tube, which accommodates a
large number of identical mixing
stages, while shorter or wider tubes
of a lower tank system will yield
more asymmetrical peaks. In a one-
tank system, an asymmetrical peak
with an exponential rise and fall will
be obtained. This fact must be taken
into consideration when using ICP-
OES as the detector in the flow injec-
tion mode, as presented in this work.
The peak asymmetry factors (PAF)
were calculated in the standard way
as being the ratio of the distance
from peak center to the lagging edge
and the distance from the peak lead-
ing edge to the peak center (23),
both at 10% of peak height. The
results are given in the Table II.

The calculated PAF values
describe the shape of the transient
signal. When the PAF value is 1.00,
the shape of the signal is an ideal
Gaussian curve; if it is less than unity,
the peak tailing is pronounced; if it is
greater, a lagging of the peak occurs.
From the results shown in Table II, it

is obvious that tailing of the signal
prevails in the discrete sample intro-
duction into the ICP-OES detector. 

The variances of peaks in FIA are
additive and similar to chromatogra-
phy. From the different variances of
the FIA peaks with or without a par-
ticular component included in the
measuring system, it can be estab-
lished that the contribution is from a
certain part of the system to the peak
broadening. Variances of measured
transient signals were calculated at
2/3 of the peak height and are listed
in Table III.

The values in Table III show the
contribution of the detector and the
connections (tubing) between HPIC
and ICP-OES to the non-chromato-
graphic peak broadening. Precision
of detection using the discrete sam-
ple introduction mode was
determined as the relative standard
deviation of peak height, as in rou-
tine FIA analysis. The measured rela-
tive standard deviation was 3% for
each measured solution and showed
good stability and repeatability of sig-
nal detection for maximum transient
signal height. Another approach must

Fig. 1. Transition signals after repetitive injection of iron standard solutions.

TABLE II
Peak Asymmetry Factors (PAF) From ICP-OES Transient Signals

Standard Solution Injected

c (Fe) (µg mL–1) 0 1 2 3 5 10

PAF 0.25 0.44 0.40 0.40 0.40 0.36

TABLE III
Peak Variances From ICP-OES Transient Signals

Standard Solution Injected

c (Fe) (µg mL–1) 0 1 2 3 5 10

σ2 / mL 2.78 6.25 6.25 7.0 6.48 6.25
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consider peak area calculations attrib-
uted to routine chromatographic ana-
lytical work. The peak area of
transient signals was integrated as in
routine chromatography using a
range of 4s on the time axis. The RSD
of peak area was 6.3% for the blank,
5.4% for the solution of 1 µg mL–1,
4.1% for the solution of 2 µg mL–1,
2.8 % for the solution of 3 g mL1,
1.9% for the solution of 5 g mL1, and
1.7% for the solution of 10 µg mL–1 of
iron injected. The stability of the sig-
nal area measurements was not as
good as the stability of the signal
height measurements. Generally, this
was influenced by the components
of the chromatograph (i.e., the rotary
valve, sample loop, tubing, and
pumping rate), and the effects were
more pronounced at lower concen-
trations.

The elution order of two iron-
PDCA complexes was tested by
means of a UV/VIS detector after
post-column reaction with the PAR
reagent. Two resolved peaks
appeared in the chromatogram: the
first peak of Fe(III) at 3.93 min, and
the second peak of Fe(II) at 8.61 min.
Conventional UV detection in HPIC
was performed to test the effects of
PDCA concentration on retention
time of the iron species and on using
a different pH for the mobile phase.
There were no significant changes in
retention time in the pH range of 
4–-6. Retention time started to rise at
a higher pH, probably due to the for-
mation of stable hydroxide
compounds. Elution of iron with 
3 mmol L–1 PDCA was slow and took
30 minutes for complete removal of
the iron species from the column.
This was found to be time-consuming
and therefore inadequate for specia-
tion by hyphenated ICP-OES. A more
concentrated mobile phase (i.e., 
6 mmol L–1 PDCA) led to faster elu-
tion, but the higher organic matter
content introduced into the plasma
caused remarkable changes in excita-
tion conditions and consequently the
questionable detection of iron emis-
sion intensity (21).

Two species of iron, eluted after
injection of a mixture of standard
solutions, were detected by ICP-OES
in this hyphenated system as two
resolved peaks: the first of Fe(III)-
PDCA complex at 140 s (2.3 min)
and the second of Fe(II)-PDCA com-
plex at 320 s (5.3 min). The resulting
chromatographs are shown in Figure
2. The shorter retention compared to
standard UV detection is mainly due
to a shorter connection between the
HPIC and the ICP-OES than between
the HPIC and the UV detector, where
a long reaction coil for mixing with
the PAR reagent is needed.

There were no measurable effects
on the baseline intensity magnitude

in the order of rising iron concentra-
tion which implied that there was no
residual iron on the chromatographic
column that might affect the separa-
tion of the next sample injected. It
clearly demonstrates that iron species
were eluted from the column in a
single chromatographic run.

Peak asymmetry factors (PAF)
were calculated in the same manner
as PAF of transient signals, and the
results are shown in Table IV.

PAF values showed that peak tail-
ing occurred during the elution of
both iron species, and it was more
pronounced for the Fe(III) peak.
Chromatographic variances (σ2)
were calculated at 2/3 of the peak

Fig. 2. Chromatograms of Fe(III) and Fe(II) standard solutions detected by ICP-OES.

TABLE IV
Peak Asymmetry Factors (PAF) for Chromatographic Peaks 

Standard Solution Injected 
c (µg mL–1) PAF-Fe(III) PAF-Fe(II)

1 0.30 0.75

2 0.33 0.54

5 0.36 0.66

10 0.42 0.43
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height and when expressed in vol-
ume units, they were 44 mL and 69
mL for Fe(III) and Fe(II), respectively.
Comparing these values to a 6.25 mL
variance of the transition signal of
iron in ICP-AES, it can be assumed
that the detector contribution to the
peak broadening was much smaller
than the contribution of the
chromatographic system.

The calibration curves for a set of
injected standard iron solutions (see
Figure 3) represent measured peak
area versus concentration. In the
observed concentration range,
dependence was linear with slightly
poorer linearity for Fe(II) than for
Fe(III).

It was assumed that the slightly
different slopes of the curves were
not caused by the ICP-OES detection
because monitoring of the emission
intensity was fixed on one and the
same iron emission line during com-
plete elution of both species. This is
probably due to the oxidative conver-
sion of the solution on its way from
injection, passing through sample
loop and chromatographic column.
Therefore, the column needs reflush-
ing with a sodium sulphite solution
before another set of injections in
order to minimize oxidation.

The problem of detection limit
determination in hyphenated systems
has already been described in an ear-
lier work (24). It was, therefore, con-
cluded that a conventional approach
based on 3σ of blank intensity mea-
surements, as performed in atomic
spectrometry methods, is of no use in
hyphenated systems (24). The best
term to describe the detection power
of hyphenated systems is "minimum
detectable concentration" (MDC),
which expresses extrapolation of
detector sensitivity to a value twice
that of the noise signal. Following
this principle, the calculated MDC for
Fe(III) and Fe(II) measured by
hyphenated HPIC/ICP-OES was 0.147
and 0.150 µg mL–1, respectively. The
relatively poor detection power in
comparison to ICP-OES detection in

the continuous mode of sample intro-
duction is caused by additional dilu-
tion during the chromatographic run.
The excellent capability of on-line
preconcentration by HPIC
overwhelms the power of ICP-OES
detection and is of no significance. In
the analysis of natural water samples,
where iron concentrations are very
low, preconcentration of the samples
is required before analysis.

A mixture of iron standard solu-
tions was analyzed by HPIC/ICP-OES
after 24 and 48 hours of initial prepa-
ration in order to examine the stabil-
ity of the Fe(II) standard solution.
Another experiment involved the
same solutions with ascorbic acid
addition and measurement in the
same time span. The obtained chro-
matograms are given in Figure 4.

It was found that the peak area of
Fe(II) in aqueous solution was lower
by 2% in the first 24 hours, and by
20% after a 48-hr sample preparation.

The peak area of Fe(III) did not show
a significant difference in the first 24
hours, but it was raised up to 18%
after 48 hours from preparation. This
confirmed the oxidative conversion
of Fe(II) to Fe(III), which is also pre-
sent in natural water systems, and
most often is the main source of
error in speciation analysis. This
problem indicates the necessity of
increasing the speed of speciation
analysis starting from sample collec-
tion, transfer to the laboratory, pre-
concentration procedure, and
measurement with adequate equip-
ment. Reduction with ascorbic acid
converted Fe(III) to Fe(II), as shown
in Figure 4b. Changes in peak area
were negligible in the observed
period of measurements. Extrapolat-
ing of peak area to calibration curves
gave two times greater concentra-
tion, which confirmed the total con-
version of iron into the reduced
form. It can be demonstrated   that
addition of ascorbic acid allows the

Fig. 3. Calibration curves from HPIC/ICP-OES measurements of iron standard
solutions.
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determination of total iron content
by hyphenated HPIC/ICP-OES, and
the results are equivalent to sample
analysis by standard analytical tech-
niques. 

The applicability of this hyphen-
ated system in real sample analysis
was examined using several natural
water samples. A volume of 1 L of
each sample was preconcentrated
through a guard column where iron
species were retained. The ICP-OES
detector was switched on during the
preconcentration step to measure the
changes in iron emission  which
might indicate a breakthrough of the
column. The stable baseline signal
did not show any increase in inten-
sity. After this step, the elution step
was started with the PDCA mobile
phase; the resulting chromatograms
are shown in Figure 5.

Peak area values were extrapolated
on calibration curves and divided by
preconcentration factors to calculate
the iron species concentration in
samples. The resulting concentrations
are given in Table V.

By hyphenated HPIC/ICP-OES
with on-line preconcentration, it was
found that iron was present in very
low concentration levels in both sam-
ples. The existence of different iron
species was confirmed. It was also
found that  a new iron peak
occurred, which overlapped that of
Fe(III). The appearance of different
iron species when natural waters
were acidified with hydrochloric acid
has already been discussed in the lit-
erature (20). The dynamic equilib-
rium between the iron species in
water samples, used in this work,
was not disturbed by acid. Therefore,
the origin of another peak might be
attributed to another chemical
process. It is already known that the
higher oxidation state of iron has a
relatively low solubility product in
the form of ferric hydroxide. How-
ever, in aquatic samples, Fe(III) is
present as colloidal amorphous
Fe(OH)3, which may dissolve and
bind with organics such as humic

Fig. 4 (a and b). HPIC/ICP-OES chromatograms of iron standard solutions
obtained immediately after preparation, at 24 and 48 hours intervals: 
(a) without ascorbic acid, (b) with ascorbic acid.

Fig. 5 (a and b). HPIC/ICP-OES chromatograms of natural waters: 
(a) spring water, (b) pond water.

TABLE V
Iron Species Concentration in Natural Water Samples

Sample c [Fe(III)]  (ng mL–1) c [Fe(II)] (ng mL–1)

(a) Spring Water 7.55 0.74

(b) Pond Water 7.27 1.19
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substances. The acidity of the sample
may change owing to the binding of
iron by organic acid anions, which
are present as protonated species.
Any increase in sample pH can cause
formation of colloidal Fe(III) hydrox-
ides and interfere with iron specia-
tion. In contrast, Fe(II) compounds
are soluble over a wide pH range and
do not form colloids or precipitates.
There are also strong oxalate com-
plexes with iron present in many
aquatic systems. They are not
included in equilibrium calculations
even though they dominate the spe-
ciation of Fe(III). The main reason is
that the concentrations are too low
to be detected by means of ion chro-
matography involving specific chelat-
ing agents to form iron ligand
complexes. 

CONCLUSION

Although different analytical tech-
niques were suggested in solving the
iron speciation problem, best perfor-
mance is obtained by using an  excel-
lent separation  method and specific
detection of the different species.
Element-specific detection capabili-
ties of hyphenated ICP-OES with high
performance ion chromatography
(HPIC) were examined in this work.
The study of detector response in the
repetitive discrete sample introduc-
tion mode showed that a transient
signal with a characteristic shape
occurred. The peak asymmetry calcu-
lations described a characteristic ICP-
OES signal similar to that obtained in
flow injection analysis. The contribu-
tion of the detector to the broaden-
ing  of the chromatographic peaks
was expressed as the variance of the
transient signal, and it was found to
be negligible compared to the broad-
ening due to the chromatographic
system components. 

Separation of two iron species,
Fe(II) and Fe(III), from a mixture of
standard solutions was achieved
using a 6 mmol L–1 PDCA solution on
a chromatographic column; it was
detected as the emission intensity by

ICP-OES at the most prominent iron
line. The unique measuring condi-
tions for an analyte eluted from the
column showed that all iron species
present in the sample can be mea-
sured with equal efficiency. 

Analysis of natural water samples
by HPIC/ICP-OES was achieved with
on-line preconcentration and thus
eliminated the time-consuming sam-
ple preparation steps. The somewhat
poorer detection limits of ICP-OES in
discrete sample introduction were
overcome by the excellent precon-
centration capability of using the
hyphenated ICP-OES/chromatogra-
phy technique. 

The problem of sample stability
and iron oxidative conversion was
studied and showed that HPIC/ICP-
OES is an excellent tool to determine
the total iron content  at low concen-
tration ranges. Using the technique
described showed that Fe(II) and
Fe(III) determination in natural water
samples  resulted in the appearance
of other PDCA complexes. However,
the capability of HPIC/ICP-OES alone
is not enough to determine the origin
of a new iron species in the samples.
Further multidimensional techniques
will need to be developed to achieve
the complex and demanding tasks of
speciation analysis.

Received October 18, 2003.
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INTRODUCTION

Hydride generation (HG) cou-
pled to atomic and mass spectro-
metric techniques has become a
powerful analytical tool (1–6).
Since the first proposal of in situ
trapping of hydride-forming
elements in a graphite atomizer by
Drasch et al. (7), several works
have been published on the cou-
pling of HG-GFAAS (8–12). Among
the main advantages of the hydride-
based techniques are analyte sepa-
ration from the matrix solution,
high relative sensitivity, low detec-
tion limits, automation possibility,
and speciation potential (1).
Besides these useful characteristics,
the "Achilles heel" of the technique
is related to the different efficiency
of the HG from the different oxida-
tion states of the same element. As
a consequence, most workable
samples require treatment before
analysis. This is more critical when
simultaneous hydride generation is
involved. Various studies on the
simultaneous determination of total
inorganic As and Se(IV) (13), Bi(III)
and Se(IV) (14), total inorganic As,
total inorganic Sb and Bi(III), total
inorganic Se and Bi(III) (15), total
inorganic As, Bi(III), Sb(V), and
Se(IV) (16) by hydride generation
coupled to electrothermal atomic
absorption spectrometry can be
found in the literature. However,
little attention has been given to
the simultaneous reduction of As,
Bi, Sb, and Se because this is a labo-
rious sample pre-treatment process.

Garbós et al. (13) described a
method for total inorganic As, and

only Se(IV) with in situ trapping
and atomization in a graphite tube
coated with zirconium. Murphy et
al. (14) investigated the simultane-
ous determination of Bi and Se after
trapping in Ir-coated platform. The
authors also published a paper (15)
on the use of L-cysteine or
hydrochloric acid for the determi-
nation of As, Bi, and Sb or Bi and
Se, respectively. The performance
of the Ir-coated platform was com-
pared with the Zr-coated platform.

The operating parameters for the
simultaneous determination of As,
Bi, Sb, and Se were optimized by
employing a multivariate approach
based on the concepts of experi-
mental design and empirical model-
ing by HG-GFAAS using W-coated
tubes co-injected with a Pd-Mg
modifier solution (16). As only
Se(IV) was tested, the conditions of
pre-reduction of Se(VI) to Se(IV)
were not studied. 

The pronounced effect of the
oxidation states of analytes to gen-
erate the respective gaseous
hydrides needs to be considered.
The reduction of Sb(V) to the
Sb(III) species described in the lit-
erature is similar to those for
arsenic species and it can use
iodide, ascorbic acid, or thiourea.
On the other hand, some reducing
agents can lead Se(VI) to elemental
Se, which is unable to form SeH2.
Boiling HCl is usually used to
reduce selenium to the Se(IV) form
prior to the formation of the
hydride (1,17–19). 

Based on the above considera-
tions, the objective of this study
was to develop a simple and effi-
cient sample treatment strategy for
the simultaneous determination of
As, Bi, Sb, and Se. Pretreatment of

ABSTRACT

A new method was developed
for the simultaneous determina-
tion of As, Bi, Sb, and Se by flow
injection hydride generation
graphite furnace atomic absorp-
tion spectrometry. An alternative
two-step sample treatment pro-
cedure was used. The sample
was heated (80oC) for 10 min in
6 M HCl to reduce Se(VI) to
Se(IV), followed by the addition
of 1% (m/v) thiourea solution to
reduce arsenic and antimony
from the pentavalent to the triva-
lent states. 

With this procedure, all ana-
lytes were converted to their
most favorable and sensitive oxi-
dation states to generate the cor-
responding hydrides. The
pre-treated sample solution was
then processed in the flow sys-
tem for in situ trapping and
atomization in a graphite tube
coated with iridium. The Ir per-
manent modifier remained stable
up to 300 firings and new coat-
ings were possible without signif-
icant changes in the analytical
performance. 

The accuracy was checked for
As, Bi, Sb, and Se determination
in water standard reference
materials NIST 1640 and 1643d
and the results were in agree-
ment with the certified values at
a 95% confidence level. Good
recoveries (94–104%) of spiked
mineral waters and synthetic
mixtures of As(III), As(V), Sb(III),
Sb(V), Se(VI), and Se(IV) were
also found. Calculated character-
istic masses were 32 pg As, 79 pg
Bi, 35 pg Sb, and 130 pg Se, and
the corresponding limits of
detection were 0.06, 0.16, 0.19,
and 0.59 µg L–1, respectively. The
repeatability for a typical solu-
tion containing 5 µg L–1 As, Bi,
Sb, and Se was in the 1–3%
range.
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the sample with heated hydrochlo-
ric acid followed by thiourea guar-
anteed the reduction of analytes to
the most favorable species to form
hydrides. The proposed procedure
was applied to the As, Bi, Sb, and
Se determination in water samples
by flow injection hydride genera-
tion graphite furnace AAS.

EXPERIMENTAL

Instrumentation

A PerkinElmer SIMAA™ 6000
(PerkinElmer Life and Analytical
Sciences, Shelton, CT, USA) simulta-
neous graphite furnace atomic
absorption spectrometer with a
THGA™ transversely heated
graphite atomizer and longitudinal
Zeeman-effect background correc-
tor was used. End cap THGA tubes
with integrated platforms and "Sys-
tem 2" electrodeless discharge
lamps operated at the
manufacturer’s recommended con-
ditions were used for this study.
Argon (99,999%, White Martins)
was employed with a gas flow rate
of 250 mL min–1. The furnace pro-
gram used is shown in Table I. It
should be stressed that a tempera-
ture higher then 2300oC should not
be used at the cleanout stage in
order to avoid Ir losses. The plat-
form of the graphite tube of the
spectrometer was pre-treated with
120 µg Ir after a new tube had first
been thermally conditioned. A vol-
ume of 120 µL IrCl3 solution was
injected onto the platform in three
successive aliquots of 40 µL. The
heating program (temperature,
ramp time, hold time) comprising
four steps for Ir deposition was run
using the following program
described elsewhere (20): (a)
110oC, 1 s, 50 s; (b) 130oC, 30 s, 50
s; (c) 1200oC, 20 s, 30 s; (d)
2000oC, 1 s, 5 s. After the last step,
the tube can be used for measure-
ments. 

A PerkinElmer FIAS™-400 flow
system, equipped with an AS-90
autosampler, was used. A quartz

capillary (i.d. 1.0 mm) was
employed replacing the PTFE capil-
lary of the autosampler by a PTFE
transfer line (i.d. 2.0 mm) to trans-
port the hydrides from the gas-liq-
uid separator to the atomizer. The
quartz capillary (QC) was adjusted
for a distance of about 1.5 mm
between the tip and platform sur-
face. Tygon® tubes were used to
pump the reagent R, the sample S,
and the carrier stream C (Figure 1).
PTFE tubing (i.d. 0.7 mm) was
employed for loop L, coiled reactor
B, and the transmission lines. The
operation of the flow system
shown in Figure 1 (A and B) com-
prises two steps: sampling (Figure
1A); and injection, hydride genera-
tion, and trapping (Figure 1B). In

the position specified in the figure,
a sample volume of 500 µL was
selected by the sampling loop.
After loop-based injection, the ana-
lyte zone merges at the confluent
point x with an alkaline NaBH4

solution. The As, Bi, Sb, and Se
hydrides are formed inside the 
reactor (300 mm length). The
established analyte zone merges
with an argon flow (Ar) that carries
hydrides into the gas-liquid separa-
tor chamber (GLS) containing 
a 0.2-µm PTFE membrane. Gaseous
hydrides are directed to the
graphite tube where they are
trapped, while the remaining solu-
tion inside the chamber is
discharged (W2). After the valve is
switched back to the position spec-

TABLE I 
Heating Program of the THGA of the Spectrometer

Step Temperature Ramp Time Hold Time Gas Flow 
(oC) (s) (s) (mL min–1)

1 400 1 40 0
2 400 1 20 250
3 2200 0 5 0

4 2300 1 3 250

Fig. 1. Schematic diagram of the flow system used for the simultaneous determina-
tion of As, Bi, S,b and Se. S: sample or analytical solution (7.8 mL min–1); R: 0.5%
(m/v) NaBH4 + 0.5% (m/v) NaOH (4.8 mL min–1); C: 2M HCl (7.4 mL min–1); Ar:
argon at 125 mL min–1; Wi: wastes; P1, P2: peristaltic pumps; L: sampling loop
(500 µL); B: coiled reactor (30 cm); GLS: gas-liquid separator; QC: quartz capillary;
THGA: graphite tube.
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Sodium borohydride solution
(0.5% m/v) was prepared daily by
dissolving 0.5 g NaBH4 (Merck,
Darmstadt, Germany) in 100 mL of
0.5% (m/v) NaOH (Merck, Darm-
stadt, Germany) solution. A 10%
(m/v) thiourea solution was
prepared by dissolving 5 g H4N2CS
(Aldrich, Milwaukee, WI, USA) in
50 mL of 2 M HCl. This solution
was prepared weekly and stored in
the refrigerator. 

Iridium (IrCl3.3H2O) modifier
solution (1000 mg L–1) was a stock
solution (Part No. B3140391,
PerkinElmer Life and Analytical Sci-
ences, Shelton, CT, USA) used with-
out dilution. 

A 10-mL mineral water sample
(purchased at a local supermarket,
Araraquara City, Brazil) or standard
reference material (NIST 1643d and
NIST 1640 - National Institute of
Standards and Technology,
Gaithersburg, MD, USA) and 10 mL
concentrated hydrochloric acid
were added into 100-mL digestion
tubes, then placed on a digestion
block at 80oC for 10 min. Then, 

5 mL of the cooled digestion solu-
tion was added to a 15-mL flask,
followed by addition of 1.5 mL of
10% (m/v) thiourea solution. The
resulting solution was diluted to 
15 mL with water. The flasks were
then adjusted to the AS-90 autosam-
pler and their solutions were con-
trolled through the flow system
(Figure 1) using the program as
specified in Table II. 

For comparison purposes, the
samples were also prepared in a
Multiwave® microwave oven
(Anton Paar, Graz, Austria),
equipped with high-pressure TFM
vessels. A program comprising four
steps was used. The total time was
20 min, of which 3 min at 600 W
power were necessary to complete
the reduction step. The remaining
time was used to cool the system.

Working standard solutions of
As, Bi, Sb, and Se were similarly
pretreated in order to obtain solu-
tions in the 2.00–10.0 µg L–1 con-
centration range.

ified in Figure 1A, another cycle
can be started. Details of
time/pumping program of the flow
system and the sequence of the
THGA program used are shown in
Table II and I, respectively. Atomic
signals were measured in integrated
absorbance mode. 

Reagents, Analytical Solutions,
and Samples

All solutions were prepared with
high-purity chemicals and distilled
deionized water (Milli-Q™ system,
Millipore, Bedford, MA, USA).
Suprapur® hydrochloric acid (Merck,
Darmstadt, Germany) was used to
prepare the standard solutions.

Arsenic(III) stock standard solu-
tion (1000 mg L–1) was prepared by
dissolving 1.320 g As2O3 (Aldrich,
St. Louis, MO, USA) in about 20 mL
1.0 M NaOH. To this solution, 50
mL of 0.5 M HCl was added and the
volume brought to 1000-mL volume
with water. Arsenic(V) stock stan-
dard solution (1000 mg L–1) was
prepared by dissolving 4.1656 g
Na2HAsO4.7H2O (Aldrich, St. Louis,
MO, USA) in 1000 mL of 0.1 M HCl. 

Selenium(IV) stock standard
solution (1000 mg –1) was prepared
by dissolving 1.405 g SeO2 (Aldrich,
St. Louis, MO, USA) in 1000 mL of
1.0 M HCl. Selenium(VI) stock stan-
dard solution (1000 mg L–1) was
prepared  by dissolving 2.3925 g
Na2SeO4 (Aldrich, St. Louis, MO,
USA) in 1000 mL of 0.1 M HCl.

Antimony(III) stock standard
solution (1000 mg L–1) was
prepared by dissolving 2.7385 g
K(SbO)C4H4O6.1/2H2O (Aldrich, St.
Louis, MO, USA) in 1.0 M HCl. Anti-
mony(V) stock standard solution
(1000 mg L–1) was prepared  by
diluting 10 mL SbCl5 solution
(Aldrich, St. Louis, MO, USA) in
1000 mL of 6.0 M HCl.

Bismuth stock solution (1000 mg
L–1) was prepared by diluting the
Normex™ standard solution of
Bi(NO3)2.5H2O (Carlo Erba, Milan,
Italy) in 1000 mL of water.

TABLE II 
Sequence Control and Optimized Program for the Flow System

FIAS Time   Pump 1  Pump 2   Valve     Comments
Step        (s)       (rpm)     (rpm)   Position

Prefill 15 100 0 Fill For the first replicate, FIAS 400
autosampler sampling tube is 
rinsed with sample solution

1 10 100 0 Fill The sample loop is filled 

2 5 100 80 Fill Carrier, reducing agent and sample
flow stabilize. At the same time, 
the furnace is pre heated

3 20 0 80 Inject The reaction takes place. The pipet
moves into the graphite furnace 
and at the same time sample is 
injected into the carrier stream. 
The hydrides are trapped. 

While FIA pumps stop to save 
reagents, furnace run the steps
2–4, to dry, atomization, measure
ments and clean out for a new 
sample analysis.
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RESULTS AND DISCUSSION

Optimization of the First Pre-
reduction Stage

Sample treatment is of utmost
relevance for the HG techniques,
mainly for simultaneous detection
purposes. The oxidation and bind-
ing state of the analytes strongly
affects the HG reaction rate for ele-
ments such as As, Sb, and Se, which
exhibit pronounced differences in
their analytical behavior. For this

reason, in most procedures a pre-
reduction stage is required.

Regarding the first pre-reduction
step of the proposed procedure,
the influence of HCl concentration
was not investigated because it is
known from the literature that sele-
nium can be reduced to the tetrava-
lent state by boiling 4–6 M HCl (1).

The influence of time on the
reduction of the analytes in 6 M
HCl was investigated in the 0–45
minute range using a block digestor

at 80oC. Bismuth is present in the
medium as trivalent species and
was not affected by time (Figure 2).  

Integrated absorbance for As(V)
and Sb(V) did not alter significantly
with an increase in time up to 45
min. The integrated absorbance for
Se(VI) increased steeply with a
reduction in time up to 5 minutes,
above which it became nearly con-
stant (Figure 2A). On the other
hand, the ability of As(III) and
Sb(III) to generate arsine and stib-
ine, respectively, was affected by
time (Figure 2B). This may be
attributed to the possible formation
of As(V) and Sb(V) caused in the
presence of the oxidizing agent
chlorine which is formed during
the Se(VI) reduction according to
the following reaction (19): 

HSeO4
– + 3 H+ + 2 Cl– →

H2SeO3 + Cl2 + H2O

For a total determination of inor-
ganic As and Sb, a second reduction
step is necessary involving the addi-
tion of other reducing agents to
convert pentavalent As and Sb
species to the trivalent state. As a
similar integrated absorbance for
5.0 µg L–1 Se(VI) or Se(IV) solutions
was obtained after a 5 minute
reduction time, this time was then
also selected for the first step of the
sample pretreatment procedure. 

Taking this fact into account and
in order to establish an alternative
heating source to speed up the
reduction, a microwave-assisted
closed system was studied. In this
system, the eventual loss of analytes
was minimized and the time was
reduced to 3 minutes at 600 W. The
results of the performance of the
closed system are depicted in Fig-
ure 3. An analysis of this figure
reveals that there is no difference
between the closed or the open
system. 

Fig. 2. Influence of the heating time on reduction of (a) (•) Se(VI), (�) As(V), 
(▲) Sb(V), (▼) Bi(III,) and (b) (•) Se(IV), (�) As(III), (▲) Sb(III), (▼) Bi(III). 
Conditions: 6M HCl and open system.

Fig. 3. Comparative results of the simultaneous measurements of (a) 5.0 µg L–1

Se(VI), As(V), Sb(V), Bi(III,) and (b) 5.0 µg L–1 Se(IV), As(III), Sb(III), Bi(III)
obtained before (black columns) and after (white columns) reduction pretreat-
ment in a closed system. 
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Optimization of the Second Pre-
reduction Stage

With regard to the second pre-
reduction step, which involves
reduction of pentavalent As and Sb
to the trivalent states, potassium
iodide and ascorbic acid could not
be tested since these reagents
rapidly reduce selenium to the ele-
mental state, impairing the detec-
tion of Se. Thiourea and L-cysteine
were investigated as possible reduc-
ing agents for As(V) and Sb(V).
When a multielement solution con-
taining 5 µg L–1 As(V), Sb(V),
Se(IV), and Bi(III) was pretreated
with 1% (m/v) of L-cysteine and
processed in the flow system, no
measurable absorbance for atomic
Se was observed. This was attrib-
uted to the capability of L-cysteine
to reduce Se(IV) to the elemental
state (21). Indeed, absorbance val-
ues for As and Bi were 50% lower
than those obtained with the
thiourea medium. Besides, similar
signals were obtained for Sb using
L-cysteine or thiourea as the reduc-
ing agent. Thiourea was selected
for further experiments since the
main objective of this work deals
with the simultaneous generation
of As, Bi, Sb and Se hydrides. 

The influence of thiourea
amount on analyte signal was inves-
tigated within a 0–1% (m/v) con-
centration range (Figure 4).
Different multielement solutions
containing 5 mg L–1 As(V), Sb(V),
Se(VI), and Bi(III) plus 6 M HCl
were pre-heated (80oC) for 10 min,
thereafter the cooled solutions
were pre-treated with different
amounts of reducing agent and the
final solutions containing 0, 0.2,
0.4, 0.6, 0.8 and 1% (m/v) of
thiourea were positioned in the
autosampler of the flow system
depicted in Figure 1. The measured
maximum integrated absorbance of
As, Sb, and Bi increased with
thiourea amounts up to 0.4% (m/v).
Higher concentrations did not alter
the absorbance significantly. On
the other hand, poor precision of
measurements for As was obtained
for thiourea amounts < 0.6% (m/v).
Atomic signals for Se decreased
steeply by approximately 50%
when the thiourea concentration
was varied from 0 to 0.8% (m/v),
above which they became
constant. Despite the Se losses, the
1% (m/v) concentration of this
reducing agent was selected for fur-
ther experiments as a compromise

for achieving maximum sensitivity
for As, Bi, and Sb and suitable preci-
sion of As measurements. 

Influence of Foreign Ions 

Metals that usually inhibit arsine,
bismuthine, stibine, and SeH2 gen-
eration and are generally present in
water samples (1,22) were tested as
potential interferents. For the inter-
ference studies, a multielement
solution containing 5 µg L–1 As, Bi,
Sb, and Se in 2 M HCl was
processed (n=3) in the flow system
(see Figure 1) in the absence and
presence of different
concentrations of the interferents
(0.05, 0.5, 5.0, or 50 mg L–1) in
order to evaluate the influence of
Cu, Co, Fe, Ni, and Pb over analyte
determination. The transition met-
als were selected due to their seri-
ous effects in most workable
samples. Interferences were quanti-
fied by a tolerance limit which is
the interferent concentration lead-
ing to a 10% signal depression. The
experimental results showed that
interferences obtained in the pres-
ence of thiourea were lower than
those observed without the reduc-
ing agent. Bismuth and selenium
were more affected; in particular,
in the presence of 5 mg L–1 Fe(III)
and 50 mg L–1 Ni(II). Arsenic and
antimony were only affected by
Ni(II) at concentrations above 50
mg L–1. For the selected application
in this work, arsine, bismuthine,
stibine, and SeH2 occur usually in
the presence of nearly negligible
amounts of these potential interfer-
ing species.

Long-term Stability of the 
Ir-coated Platform

The stability of the Ir-coated plat-
form was investigated by checking
the repeatability of the integrated
absorbance measurements after
successive firings of a 5.0-µg L–1 As,
Bi, Sb, and Se multielement solu-
tion. An average of 15 measurements
and the respective RSD values were
obtained. Under these conditions,

Fig. 4. Influence of thiourea concentration on analyte reduction. Curves
correspond to a solution containing 5.0 µg L–1 (�) As(V), (▼) Bi(III), (▲) Sb(V),
and Se(VI) (•) in 2% (v/v) HCl after reduction pretreatment step. 
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the coating lifetime was equivalent
to about 300 firings. After these,
two re-coatings were performed
without experiencing any loss in
sensitivity and repeatability. Shown
in Figure 5 are long term-stability
curves of Ir indicated by integrated
absorbance and precision for all
analytes. The Ir-permanent modifier
allows the use of the graphite tube
up to about 800 firings. It is impor-
tant to point out that the atomizer
lifetime was limited to tube wall
durability. When the upper surface
of the atomizer was destroyed after
≈ 800 firings, the Ir-treated platform
remained intact. The lifetime of a
THGA atomizer could be
significantly increased if the use of
permanent modifiers in ETAAS
analysis were used in a laboratory.

Analytical Performance

Two water standard reference
materials, NIST 1640 and NIST
1643d, were analyzed to investigate
the feasibility of the sample
pretreatment method using the
open system. It should be noted
that the hydride generation
efficiency for Se was affected when
microwave-assisted pretreatment of
the SRMs was performed. This
problem was attributed to the NOx
interference in the high-pressure
closed system. It is good practice to
heat the samples containing high
amounts of nitric acid in the open
system in order to minimize the
effects of this oxidizing agent on Se
determination. The results of the
determination of analytes were
compared with the certified values

of SRMs (Table III). According to a
paired t-test, all results were in
agreement at the 95% confidence
level, which is a good indication of
the robustness of the proposed
method. Calibration curves with
good linear correlation coefficients
(r > 0.999) were obtained within
the 2.0–10 µg L–1 concentration
range. The relative standard devia-
tions (n = 12) were ≤ 1.1%, ≤ 2.9%,
≤ 0.9%, and ≤ 1.4% for 5 µg L–1 As,
Bi, Sb, and Se, respectively, indicat-
ing good repeatability of the pro-
posed method. Good recoveries
(within the 94–104% range) of the
spiked (1.0–2.0 mg L–1) mineral
waters and synthetic mixtures of
As(III), As(V), Sb(III), Sb(V), Se(VI),
and Se(IV) were also obtained. For
a 500-µL injected sample volume,

Fig. 5. Long-term stability curves of Ir-coated platform. Each point (•) represents average of 15 measurements 
for (a) As, (b) Bi, (c) Sb, and (d) Se and each column the RSD.  
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the calculated characteristic masses
were 32 pg As, 79 pg Bi, 35 pg Sb,
and 130 pg Se and the correspond-
ing limits of detection (3σ) were
0.06, 0.16, 0.19, and 0.59 µg L–1,
respectively. It should be noted
that the simultaneous reduction of
the four analytes usually leads to a
drop in sensitivity in comparison to
single-element analysis.  

CONCLUSION

A sample pretreatment method
was developed for the simultane-
ous determination of As, Bi, Sb, and
Se in mineral waters by hydride
generation in graphite furnace
atomic absorption spectrometry.
The analysis of two water reference
materials was accomplished and
good agreement of the results was
achieved between the experimen-
tal and certified values.

The alternative two-step sample
treatment procedure comprises
heating of the sample in HCl
medium to reduce Se(VI) to Se(IV),
followed by the addition of
thiourea solution to reduce arsenic
and antimony from the pentavalent
to the trivalent states. The pre-
treated sample solution was
processed in a flow system for in
situ trapping and atomization in a
graphite tube coated with Ir perma-
nent modifier which remained sta-
ble up to 300 firings. 

TABLE III
Comparative Results of the Simultaneous Determination 

of As, Bi, Sb, and Se in Standard Reference Materialsa,b

(SRM 1640; SRM 1643d) by the Proposed System

Concentration (µg L–1)
SRM As Asa Bi Bib Sb Sba Se Sea

1640 26.81 26.67 _ 14.22 13.79 23.41 21.96

0.5% 1.5% 0.2% 3.0% 1.8% 2.3%

1643d 50.5 56.02 15 13 56.12 54.1 12.22 11.43

1.4% 1.3% 0.4% 2.0% 2.9% 1.5%

a Certified values; b non-certified value (informative only).

The simultaneous detection
means less time per element and,
consequently, lower analytical cost.
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INTRODUCTION

Aluminum is an abundant metal
in the earth and does not have any
positive function in the human
metabolism. Even low Al concentra-
tions (above 5.0 µg L-1) are associ-
ated with diseases such as renal
insufficiency, encephalopathy, pul-
monary fibrosis, microcytic anemia,
and sleeping disturbances, while
high Al concentrations in the brain
are known to cause Alzheimer’s
disease (1,2).

showed it to be an element of slow
excretion, long biological life
(decades) in muscles, kidneys, liver,
as well as in the whole human
organism. It was also verified that
as a result of the ingestion of Cd-
polluted foods, the metal could
cause renal damage and
disturbances in the metabolism of
calcium (3).

Lead is an element that has been
used in various ways for over 4000
years. Today’s industrial areas are
the main cause of Pb contamination
of foods due to its presence in soil.

ABSTRACT

In this work, a method is
described for the determination
of aluminium, cadmium, and lead
in the Brazilian sugar cane spirit,
cachaça, by electrothermal
atomic absorption spectrometry
(ETAAS) using matrix-matched
calibration, i.e., calibration
curves obtained at 40% (v/v) in
ethanol-water media (the average
alcohol content in cachaça). The
methodology was applied to the
determination of these three met-
als in 53 cachaça samples
obtained from 53 different Jequit-
inhonha High Valley producers,
in the Minas Gerais State, Brazil.
All metals were determined with
or without permanent chemical
modifiers such as Zr+Rh and
Ir+Rh. The selection of pyrolysis
and atomization temperatures
was determined in the presence
of the matrix. 

Best results were obtained
without the use of chemical mod-
ifiers for Al and Cd. For Pb, the

Cadmium is an element not
essential to human life and poten-
tially poisonous in low concentra-
tions. The first mention of its
poisonous effects in human beings
was by Sovet in 1858 (3). Only over
the last decades has there been a
significant increase in the number
of studies performed regarding this
metal. In 1950 in Japan (3) illnesses
such as osteomalacia and protein-
urie were caused by the ingestion
of Cd-polluted foods. Cadmium
became then one of the metals
more researched, and observations

results without a modifier were
similar to those obtained using
Zr + Rh (500 and 250 µg, respec-
tively) or with Ir + Rh (500 and
250 µg) as the permanent modi-
fier. For aluminum, without the
use of a chemical modifier, the
best pyrolysis and atomization
temperatures were 1000 and
2500°C, respectively, with a
characteristic mass (mo) of 9.0
pg (recommended 10 pg). It can
therefore be assumed that
cachaça itself in some way acts
as modifier because it allows the
use of higher temperatures for
the three studied analytes.

Two samples of cachaça,
spiked with different amounts of
Al, showed recoveries between
87.5% and 103.0%, with a rela-
tive standard deviation (RSD)
(n=3) of less than 5%. The detec-
tion limit (LOD) (k=3, n=10)
was 2.0 µg L–1. The Al results for
the 53 samples varied from non-
detectable to 22.4 µg L-1.

For cadmium, without the
use of a modifier, the best pyrol-

ysis and atomization tempera-
tures were 1000 and 1400°C,
respectively, with mo 0.5 pg
(equal to recommended). Two
samples spiked with cadmium
presented recoveries from
103.1–114.6%, with an RSD of
less than 4%; the LOD was 0.07
µg L–1. In the 53 samples, the Cd
values varied from non-
detectable to 0.7 µg L–1.

For lead, without use of a
modifier, the best pyrolysis and
atomization temperatures were
900 and 1900°C, respectively,
with mo 11.0 pg (recommended
10 pg). Two samples spiked with
different amounts of the metal
showed recoveries from
95.1–118.8%, with an RSD (n=3)
less than 6%; the LOD was 0.6 µg
L–1. For 53 samples, the Pb
results varied from non-
detectable to 526.0 µg L–1.

For the three studied
analytes, Al, Cd, and Pb, the cali-
bration curves for matrix match-
ing had an r (lineal regression
coefficient) higher than 0.99.



141

Vol. 25(3), May/June 2004

The pollution of vegetables, for
instance, is generated by absorp-
tion of the metal by the roots from
the soil. The aquatic organisms
accumulate lead in their system
from the water and sediments they
live in. Lead can also be incorpo-
rated into foods during processing
steps, or in domestic preparation,
especially when ceramic, lead-crys-
tal, or metallic utensils are used (3).
Blood lead concentrations above
100 mg L–1 appear to provide the
first symptoms of chronic toxicity
indicated by changes in the
nervous system, loss of memory,
difficulty in learning, saturnism and
if not monitored, can result in the
patient's death (3). In agreement
with the Brazilian Legislation, the
maximum allowable lead concen-
tration for alcoholic beverages is
0.05 mg L–1 (4). The high toxicity
of aluminum, lead, and cadmium
requires that these metals be quan-
tified in all foods and beverages. In
Brazil, cachaça is the most popular
drink and consumed in great
amounts. Unfortunately, this highly
sought after drink is polluted with
these metals. Cachaça is produced
from sugar cane and the plant can
be contaminated from these poiso-
nous elements if present in the soil
as well as the water used in the pro-
duction process. Another source of
contamination are the utensils used
during production, which are usu-
ally stainless steel or copper stills
that are very often repaired with
welding devices and materials con-
taining lead and cadmium (5).

Electrothermal atomic absorp-
tion spectrometry (ETAAS) is proba-
bly the most popular technique
used for the determination of low
level concentrations of aluminum,
cadmium, and lead, among others,
in a variety of samples (6). For met-
als determination in cachaça, some
authors have proposed the
alcoholic extraction for use in cali-
bration with aqueous solutions,
although this is a slow process
when a large number of samples

needs to be analyzed (7). Honorato
et al. (8) compared the use of aque-
ous calibration with the standard
additions method for copper deter-
mination in cachaça by flame
atomic absorption spectrometry
(FAAS). It was found that standard
additions was the most appropriate
methodology. Barbaste et al. (9)
determined lead and cadmium con-
centrations in 152 wine samples
from the Canary Islands, Spain, by
inductively coupled plasma mass
spectrometry (ICP-MS). The con-
centrations of cadmium found by
these authors varied from
0.20–1.73 mg L–1, while for lead the
concentrations were found to be
from 3.89–159.5 mg L–1.

In this work, a methodology was
developed for the determination of
aluminum, cadmium, and lead in
cachaça samples by ETAAS using
matrix matched calibration. The
metals were determined with and
without permanent chemical modi-
fiers and the results obtained with
both techniques are compared
(10–13). This is a novel methodol-
ogy for cachaça, because flame
atomic absorption spectrometry
(FAAS) is the commonly used tech-
nique, which requires preconcen-
tration of the sample with
consequent loss of accuracy.

EXPERIMENTAL

Instrumentation

All measurements were carried
out with a PerkinElmer® AAnalyst™
300 atomic absorption spectrome-
ter, equipped with graphite
furnace, AS-72 autosampler, and
deuterium arc lamp as background
correction (PerkinElmer Life and
Analytical Sciences, Shelton, CT,
USA). Integrated absorbance (peak
area) was used exclusively for sig-
nal evaluation. The hollow cathode
lamp for Al (PerkinElmer Part No.
3050103) was operated at 15 mA
and slit 0.7 nm. The electrodeless
lamps for Cd and Pb (PerkinElmer
Part No. 3050615 and 3050657,

respectively) were operated at 170
mA with a slit of 0.7 nm for Cd, and
at 360 mA with a slit of 0.7 nm for
Pb. A PerkinElmer EDL System 2
(Part No. 03030952) was used. The
volume added into the graphite
tube was 20 µL for the sample and
the matrix-matched calibration
solutions. When permanent modi-
fiers were used, the tubes were
treated as described previously
(9–13). Argon, 99.996% (White
Martins, Belo Horizonte, MG,
Brazil), was used as the sheath gas.
Pyrolytically coated graphite tubes
without platform (Hitachi, Part No.
190–6003) were used for all stud-
ies. The graphite furnace tempera-
ture programs for the
determination of Al, Cd, and Pb
were optimized and are listed in
Table I.

Reagents and Solutions

All chemicals used were of ana-
lytical reagent grade, unless other-
wise specified. Water was
deionized in a Milli-Q™ system
(Millipore, Bedford, MA, USA). The
ethanol used to prepare the matrix-
matched calibration curves was
from Aldrich (Milwauke, WI, USA,
Part No. 20.699–7).

The following 1000 µg mL–1

stock solutions were used:
aluminum standard solution (Fluka,
Buchs, Switzerland, Part No
06155), Titrisol cadmium standard
solution (Merck, Darmstadt, Ger-
many); lead standard solution
(Merck, Part No. 90361929), all in
~ 0.3 mol L–1 nitric acid; rhodium
from Fluka (Part No. 84033) and
zirconium from Aldrich (Part No.
27,497–6).

All glassware was washed thor-
oughly with a detergent solution,
rinsed with water, maintained in a
bath with nitric acid 50% (v/v) for a
period of at least one hour, and
finally rinsed several times with
deionized water prior to use. The
autosampler cups were submitted
to the same treatment.
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Procedure

The matrix-matched calibration
curves were prepared for the three
elements Al, Cd, and Pb  (elements
in aqueous solutions containing
40% (v/v) in ethanol, since the aver-
age alcohol content in cachaça is
40% (v/v). The accuracy of the pro-
posed methodology was verified by
recovery of cachaça samples spiked
with 30, 50, and 70 µg L-1 for Al;
0.75, 1.25, and 1.75 µg L-1 for Cd;
and 15, 25, and 35 µg L-1 for Pb.
The recovery studies were
performed within two days against
matrix-matched calibration curves.
The limit of detection (LOD, µg L-1)
was calculated using the equation
LOD = 3 x SBL/b, where SBL is the
standard deviation of 10 measure-
ments of the blank [aqueous solu-
tion 40% (v/v) in ethanol] and b is
the slope of the matrix-matched
calibration.

RESULTS

Pyrolysis and Atomization 
Temperature Curves

In order to investigate the behav-
ior of pyrolysis and atomization of
aluminum, cadmium, and lead in
the cachaça samples, the respective
temperature curves were obtained
for each metal with and without the
use of a modifier. The permanent
modifier Zn+Rh and Ir+Rh were
chosen based on the good results
obtained previously with the use of
such mixtures for these metals.

The best results for Al and Cd
were obtained without the use of a
chemical modifier. For Pb, the
results without a modifier were
similar to using Zr+Rh (500 and
250 µg, respectively) or Ir + Rh
(500 and 250 µg) as the permanent
modifier, for this reason we have
opted for not using a chemical
modifier for the determination of
the metals. For aluminum, the best
pyrolysis and atomization tempera-
tures were 1000 and 2500°C,
respectively, with mo 9.0 pg (rec-

ommended 10 pg). For cadmium,
without use of a modifier, the best
pyrolysis and atomization tempera-
tures were 1000 and 1400°C,
respectively, with mo 0.5 pg (equal
to recommended). For lead, with-
out use of a modifier, the best
pyrolysis and atomization tempera-
tures were 900 and 1900°C, respec-
tively, with mo 11.0 pg
(recommended 10 pg).

It is interesting to note that for
the three studied metals (especially
cadmium), the curves of the pyroly-
sis temperature (Figure 1), without
use of a modifier, form a plateau,
which for cadmium and lead for

instance remains steady up to
1200°C, while for aluminum it
remains steady up to 1800°C. This
fact is amazing because usually
without the use of a modifier, Cd
begins to be lost during pyrolysis at
300°C, while for Pb this happens at
around 500°C and 700°C for alu-
minum. It can therefore be
assumed that the cachaça sample in
some way acts as modifier because
it allows the use of higher tempera-
tures for the three studied analytes.
This fact is being researched by our
group.

TABLE I
Temperature Program for the Determination of Al, Cd, and Pb in

Cachaça Samples Without Modifier

Step Temperature                   Ramp               Hold            Ar Flow Rate 
(oC)                                    (s)                   (s)               (mL min–1)

1 90 5 10 250
2 140 5 10 250
3 1000a,b, 900c 5 10 250
4* 2500a,1400b, 1900c 0 5 0

5 20 1 5 250

*Reading in this step.
a = Al; b = Cd; and c = Pb

Fig. 1. Pyrolysis and atomization temperature curves for 0.4 ng of Al, 40 pg of Cd,
and 0.4 ng of Pb in cachaça samples without the use of a modifier.
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Analytical Figures of Merit

Two cachaça samples spiked with different
amounts of Al showed recoveries between 87.5 and
103.0% (Table II), with an RSD (n=3) of less than
5%; the LOD (k=3, n=10) was 2.0 µg L–1. For the 53
samples from 53 different producers, the Al results
varied from non detectable to 22.4 µg L–1. The
Brazilian Legislation does not regulate allowable Al
value limits for alcoholic beverages.

Two samples spiked with cadmium presented
recoveries from 103.1–114.6% (Table II), with an
RSD of less than 4%.; the LOD was 0.07 µg L–1. For
the 53 samples, the CD values varied from non-
detectable to 0.7 µg L–1. The Brazilian Legislation
does not regulate allowable Cd value limits in alco-
holic beverages.

Two samples spiked with different amounts of
lead showed recoveries from 95.1–118.8% (Table
II), with an RSD (n=3) of less than 6%; the LOD was
0.6 µg L–1 Pb. For the 53 samples, the Pb results var-
ied from non-detectable to 526.0 µg L–1. 

In agreement with the Brazilian Legislation, the
maximum allowable lead concentration for
alcoholic beverages is 0.05 mg L–1 (4,13). It was
observed that in some of the stills (lead-tin) used for
cachaça production, the weldings were made with
soft solder, which can be a probable source of Pb
contamination of the cachaça samples analyzed.

For the studied analytes, Al, Cd, and Pb, calibra-
tion curves for matrix matching presented in the
Figures 2, 3 and 4, respectively had r (lineal regres-
sion coefficient) higher than 0.99.

TABLE II
Recoveries Obtained for Cachaça Samples

Spiked With Al, Cd, and Pb

Analyte    A        Add       Recovery      B            Add      Recovery 
(µg L–1)                     (%)        (µg L–1)                        (%)

Al 4.9 30.0 102.6 8.4 30.0 90.0
50.0 100.3 50.0 80.0
70.0 87.5 70.0 102.9

Cd nd 0.75 109.6 nd 0.75 112.4
1.25 114.6 1.25 103.1
1.75 103.7 1.75 108.7

Pb 8.6 15.0 118.8 49.6 15.0 86.4
25.0 95.1 25.0 96.4

35.0 105.7 35.0 95.8

Fig. 2. Matrix-matched calibration curve for aluminum.

Fig. 3. Matrix-matched calibration curve for cadmium. Fig. 4. Matrix-matched calibration curve for lead.
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CONCLUSION

It can be concluded that
aluminum, cadmium, and lead in
cachaça samples can be determined
with good accuracy and precision
by ETAAS without using a modifier
and using matrix-matched calibra-
tion; it is possible that cachaça
itself acts as a modifier. The recov-
eries for samples spiked with Al,
Cd, and Pb showed values close to
100%, thus assuring good accuracy.
It must be noted that 16 samples of
cachaça (in 53 samples analyzed)
showed lead concentration higher
than 50 µg L–1, the maximum allow-
able lead concentration for
alcoholic distilled beverages, in
agreement with the Brazilian Legis-
lation (4, 13) and this contamina-
tion found in some of the cachaça
samples is of grave concern, partic-
ularly when used for human con-
sumption.
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INTRODUCTION

The toxicological and environ-
mental effects of mercury
compounds have become of
increasing concern with regard to
human health and the global
ecosystem. The determination of
mercury in our natural
environment has been recognized
as important for both regulatatory
and control purposes. For example,
in the areas governed by the Euro-
pean Commission (EC), mercury
has to be monitored in potable
waters to ensure compliance with
an EC Directive (1). Naturally, the
concentration level of mercury in
water samples is very low. Typical
total dissolved mercury concentra-
tion in natural waters is in the
range of 0.2–100 ng L–1 and in
some cases even lower (2), which
means that direct and accurate
determination of mercury in the
aquatic environment is difficult.
Thus, development of simple, sensi-
tive, and reliable methods for the
trace level determination of mer-
cury in natural water samples is of
particular significance.

A number of analytical
techniques including cold vapor
atomic absorption spectrometry
(CV-AAS), cold vapor atomic fluo-
rescence spectrometry (CV-AFS),
optical emission spectrometry
(OES), inductively coupled plasma
mass spectrometry (ICP-MS), elec-
troanalysis, and neutron activation
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ABSTRACT

A rapid, sensitive, and cost-
effective method was developed
for the determination of trace
mercury in water samples by on-
line coupling of flow injection
(FI) sorption preconcentration
with oxidative elution to cold
vapor atomic fluorescence spec-
trometry (CV-AFS). Trace Hg(II)
in aqueous solution was precon-
centrated by on-line formation of
mercury diethyldithiocarbamate
complex (Hg-DDTC) and adsorp-
tion of the resulting neutral com-
plex on the inner walls of a PTFE
knotted reactor (KR). A mixture
of 16% (v/v) HCl and 10% (v/v)
H2O2 was used as the eluent to
remove the adsorbed Hg-DDTC
from the KR, then convert on-
line the Hg-DDTC into Hg(II)
prior to its reduction to elemen-
tal mercury by KBH4 for subse-
quent on-line CV-AFS detection.
The tolerable concentrations of
Cd(II), Zn(II), As(III), Se(IV),
Fe(III), Co(II), Ni(II), and Cu(II)
for the determination of 0.1 µg
L–1 Hg(II) were 0.1, 10, 0.1, 0.1,
0.7, 1, 0.3, and 0.2 mg L–1,
respectively. With a sample load-
ing flow rate of 3.1 mL min–1 for
a 60-s preconcentration, a detec-
tion limit (3σ) of 4.4 ng L–1 was
achieved at a sample throughput
of 36 samples h–1. The precision
(RSD, n = 11) was 1.7% at the
0.1-µg L–1 Hg (II) level. The
method was successfully applied
to the determination of mercury
in a certified reference material,
GBW(E) 080392, and a number
of local natural water samples. 

analysis have been developed for
mercury determination at the
(ultra)trace levels. The cold vapor
generation method followed by an
element-selective detector has been
the preferred technique (3). The
cold vapor generation technique
permits the efficient separation and
preconcentration of analytes from
sample matrices, thereby reducing
or eliminating potential chemical
and/or spectral interferences com-
monly encountered with direct
solution analysis (3) and
significantly increasing the signal of
mercury (4).

Historically, the most
extensively used technique for the
measurement of mercury has been
CV-AAS.

In recent years, cold vapor
atomic fluorescence spectrometry
(CV-AFS) has also been utilized for
the detection of mercury (5–7). AFS
is well suited for the determination
of mercury as it absorbs and fluo-
resces at the same wavelength (6).
Nevertheless, the low mercury con-
centration levels in natural waters
are not compatible with the detec-
tion limit of the AFS technique
even with mercury vapor genera-
tion. 

When the concentration of ana-
lytes in the samples is too low to be
determined directly, preconcentra-
tion and separation steps are always
necessary. To improve the sensitiv-
ity and selectivity, off-line precon-
centration and separation
procedures, such as ion exchange,
solvent extraction, and coprecipita-
tion, are generally used before
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determination. Such procedures,
operated in the batch mode, are
time-consuming and labor-
intensive. They also require large
sample volumes, and suffer great
risk of contamination and analyte
loss. However, with on-line opera-
tion using flow injection (FI) tech-
niques, the drawbacks of a
batch-wise operation can be over-
come to a great extent, while pre-
concentration can be further
enhanced (8). To date, various
batch-type procedures have been
adapted to FI on-line preconcentra-
tion for atomic spectrometry (8).
However, the majority of on-line
preconcentration systems are based
on sorption principles. These sys-
tems include those using micro-
columns packed with chelating
ion-exchange resins, reversed
phase silica gel sorbents with
octadecyl functional groups (C18),
and open tube knotted reactors (KRs)
made from polytetrafluoroethylene
(PTFE) tubing (8,9).

There are a number of publica-
tions dealing with FI on-line micro-
column packed with silica gel,
which are either immobilized with
C18 (10–13), loaded with 2-mercap-
tobenzimidazol (8), fictionalized
with methylthiosalicylate (TS-gel)
(14), or packed with an anion-
exchange resin (Dowex) immobi-
lized with 1,5-Bis[2-pyridyl]-3-
sulphophenyl methylene] thiocar-
bonohydrazide (PSTH) (15) for pre-
concentration of mercury with
on-line detection by CV-ICP-OES
(14,15), CV-AAS (12,13), CV-ICP-MS
(10), and CV-AFS (7,11). Recently,
flow injection (FI) on-line precon-
centration, based on the sorption of
organometallic complexes on the
inner walls of a PTFE knotted reac-
tor (KR), has been successfully
applied for trace element determi-
nation (9,16–19). Compared with
conventional micro-column
systems, the KR sorption system
allows the analysis to be conducted
at low cost, owing to the nearly
unlimited lifetime and ease of con-

struction of the KR, which requires
no packing materials and permits
the use of higher sample loading
rates for achieving higher sensitiv-
ity due to the low hydrodynamic
impedance in the KR (9,16–19).
The most widely used complexing
agents for metal preconcentration
in a KR have been diethyldithiocar-
bamate (DDTC) and ammonium
pyrrolidine dithiocarbamate
(APDC) (9). Recently, 2-(5-bromo-2-
pyridylazo)-5diethylaminophenol
(5-Br-PADAP) was employed as the
complexing agent for the determi-
nation of mercury in drinking water
with FI on-line KR sorption precon-
centration coupled with CV-AAS
(20). Although the detection limit
was as low as 5 ng L–1, a sample
loading time of up to 5 minutes was
required for the preconcentration
of 25 mL aqueous solution, and the
sample throughput was only 11 h–1

(20).

In the cold vapor generation sys-
tem, organomercury compounds
cannot be reduced to metallic mer-
cury by SnCl2 or not completely by
NaBH4 (21-29). It is generally
agreed that all forms of mercury
(organic and complexing forms)
present in the sample have to be
converted to Hg(II) prior to reduc-
tion to elemental mercury
(24,25,28,29). A bewildering vari-
ety of combinations of strong acids
(HCl, H2SO4, HNO3), oxidants
(H2O2, KMnO4, K2Cr2O7, K2S2O8,
KBr-KBrO3), elevated temperatures,
UV irradiation, and microwave
exposure has been used and recom-
mended for this purpose (21–29).
However, such methods can be
quite lengthy owing to the many
steps required and subject to the
inherent risk of contamination,
volatilization, and adsorption losses
(27). On-line oxidation offers a
rapid and simple approach to
decompose the organomercury/
mercury complex prior to the
reduction procedure, which is a
distinct advantage over conventional
pretreatment methods.

In light of the favorable charac-
teristics of low cost, ease of opera-
tion, high selectivity, and
sensitivity, coupling of FI on-line
KR sorption preconcentration and
separation to CV-AFS is expected to
be an attractive technique for rou-
tine determination of trace mercury
in natural water samples.

In this work, a rapid, sensitive,
and cost-effective method was
developed for trace mercury deter-
mination in natural water samples
by coupling FI on-line KR sorption
preconcentration, and on-line
oxidative elution with CV-AFS
detection. The Hg(II) in the water
sample was retained on the inner
walls of the KR in the form of the
Hg–DDTC complex. The retained
analyte was then eluted on-line
with an HCl-H2O2 solution for sub-
sequent CV-AFS detection. Potential
factors that affect sorption, rinsing,
elution, and cold vapor generation
were investigated in detail. Under
optimum conditions, a detection
limit (3σ) of 4.4 ng L–1 was
achieved at a sample throughput of
36 samples h–1 with the consump-
tion of only 3.1 mL of aqueous solu-
tion.

EXPERIMENTAL 

Instrumentation 

The measurements were
performed with a Model XGY-
1011A non-dispersive atomic fluo-
rescence spectrometer (Institute of
Geophysical and Geochemical
Exploration, Langfang, P.R. China).
A mercury hollow cathode lamp
(Ningqiang Light Sources Co. Ltd.,
Hengshui, P.R. China) was used as
the radiation source. A laboratory-
made gas-liquid separator (GLS)
was used to isolate the generated
mercury vapor from the reaction
solution, and an argon flow was
used to transport the mercury
vapor into the atomizer (7-mm id ×
14-cm quartz tube) of AFS (22). The
argon flow was controlled by a
rotameter. The optimized operating
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parameters of the AFS instrument
are given in Table I.

A Model FIA-3100 flow injection
analyzer (Vital Instrumental Co.
Ltd., Beijing, P.R. China) was used
throughout this work. The FIA-
3100 consists of two peristaltic
pumps and a standard rotary injec-
tion valve (8-channel 16-port multi-
functional injector). The knotted
reactors (KRs) for preconcentration
were laboratory-made from PTFE-
tubing of (i.d./o.d.) = (0.50
mm/1.60 mm) by tying interlaced
knots. Tygon® peristaltic pump
tubing was employed to carry the
sample, eluent, and reagents. PTFE
tubing with 0.5 mm i.d. was used
for all connections, which were
kept as short as possible to
minimize dead volumes.

Reagents 

All reagents were at least of ana-
lytical grade. Doubly deionized
water (DDW) was used throughout.
All glassware was soaked in a 10%
(v/v) nitric acid solution for at least
24 hours and rinsed with DDW
before use.

A stock standard solution of inor-
ganic mercury (1000 mg L–1 Hg)
was prepared by dissolving 1.354 g
of HgCl2 (The Second Chemicals
Co., Beijing, P.R. China) in 10 mL
concentrated nitric acid and then
diluted to 1000 mL with DDW.
Working standard solutions were
freshly prepared by stepwise dilu-
tion of the stock solution.

A 0.04% (m/v) KBH4 solution
was prepared daily by dissolving
KBH4 (Tianjin Institute of Chemi-
cals Institute, Tianjin, P.R. China) in
0.5% (m/v) KOH (Taixing Chemi-
cals Co., Tianjin, P.R. China) solu-
tion. The complexing agent
solution was prepared by dissolving
sodium diethyldithiocarbamate
(DDTC) (Guangzhou Chemicals
Co., Guangzhou, P.R. China) in
acetic acid-ammonia buffer solution
(pH 9.0).

The eluent solution was
prepared daily by adding 10 mL
30% (m/m) hydrogen peroxide
(Taixing Chemicals Co., Tianjin,
P.R. China) to 100 mL 16% (v/v)
hydrochloric acid solution (Taixing
Chemicals Co., Tianjin, P.R. China).

Sample Collection and 
Preparation

To prevent any exogenous cont-
amination, low density polyethyl-
ene (LDPE) bottles used for
sampling were soaked in a 10%
(v/v) nitric acid solution, then
rinsed with DDW and dried at room
temperature before use. One lake
water, one river water, one slush
water, and three seawater samples
were collected locally. Immediately
after sampling, the samples were
filtered through 0.45-mm pore size
membrane filters and then acidified
to the optimum acidity for precon-
centration with nitric acid. A certi-
fied reference material, GBW(E)
080392 (simulated natural water)

was used for quality control in the
determination of mercury in natural
water samples.

Procedures 

The FI manifold for the on-line
KR sorption preconcentration cou-
pled with CV-AFS is shown in Fig-
ure 1. 

The FI procedure ran through a
cycle of three sequences. 

In sequence 1, pump 2 was
active while the injector valve
turned to the fill position. In this
sequence, the Hg (II)-DDTC com-
plex was formed on-line and sorbed
onto the inner walls of the KR, the
effluent from the KR flowing to
waste. 

After preconcentration for 60 s,
and with the valve maintained in
the same position, sequence 2 is
started, in which pump 2 was
stopped and pump 1 was activated.
The washing solution (DDW) was
sucked through the KR to remove
the residual components from the
surface of the retained analyte. 

In sequence 3, the valve was
turned to the injection position
while pump 1 was still running so
that the HCl-H2O2 solution was
pumped to elute the sorbed analyte
and also to provide the required
acidic medium for subsequent cold
vapor generation. Meanwhile, a
flow of KBH4 solution was intro-
duced to merge with the HCl-H2O2

solution containing the eluted ana-
lyte just before entering the gas-
liquid separator to generate
mercury vapor. The generated
gaseous mixture was transported to
the atomizer with an argon flow at
400 mL min–1. At the same time,
the atomic fluorescence signal was
detected by AFS. The total time
required for a single determination
lasted 100 s. The optimized flow
rate and time for the three sequences
are summarized in Table II.

TABLE I
Optimized Operating Parameters for XGY-1011A Atomic 

Fluorescence Spectrometer

Parameters Setting

Lamp Hg Hollow Cathode Lamp

Lamp Current 50 mA

Quartz Furnace Temperature Room Temperature 

Quartz Furnace Height 7 mm

Negative High Voltage of Photomultiplier 270 V

Integration Time 15 s
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RESULTS AND DISCUSSION

Selection of Eluent 

Choice of a proper eluent is criti-
cal to the successful coupling of FI
on-line KR sorption preconcentra-
tion to CV-AFS. In addition to the
sufficiently strong elution capability
required, the eluent employed in FI
on-line KR sorption preconcentra-
tion and separation for CV-AFS
should facilitate the ensuing cold
vapor generation reaction. A
diluted HCl solution is generally
considered a favorable medium for

hydride generation/cold vapor gen-
eration, so it was tested for its suit-
ability as the eluent in the present
FI on-line KR sorption preconcen-
tration CV-AFS system. 

The effect of HCl concentration
on the signal intensity of mercury
was examined as the first step in
search for an appropriate eluent. As
shown in Figure 2, the signal inten-
sity of 2.0 µg L–1 Hg(II) increased as
the concentration of HCl increased
up to 15% (v/v) and then leveled
off until 24% (v/v). However, the
fluorescence intensity in the range

of the HCl concentration studied
was quite weak, suggesting that the
efficiency of cold vapor generation
was rather low. 

To improve the efficiency of
cold vapor generation, the eluted
Hg-DDTC should be converted to
Hg(II) prior to cold vapor genera-
tion. For this purpose, H2O2, an
effective oxidant under relatively
mild conditions of pH and tempera-
ture, was included in the eluent for
on-line elution, which provides a
safe and reliable oxidative digestion

TABLE II
Operational Sequences for the FI On-line Sorption Preconcentration System

for AFS Determination of Mercury

Sequence Function                Time        Pumped Medium Flow Rate (mL min–1)  Valve
(s)                                                            Pump 1         Pump 2 Position

1 (Figure 1a) Sample Loading 60 Sample Off 3.1 Fill

DDTC (0.02% m/v) 3.4

2 (Figure 1a) KR Rinsing 20 DDW 3.0 Off Fill

3 (Figure 1b) Analyte Elution 20 16% (v/v) HCl-10% (v/v) H2O2 4.2 Off Inject

0.04% m/v KBH4 4.2 

Fig. 1. FI manifold and operational sequences for the on-
line KR preconcentration coupled with CV-AFS: P1, P2,
peristaltic pump; W, waste; KR, knotted reactor (150-cm
long µ 0.5- mm i.d. PTEF tubing); V, injector valve (the
inner is the rotor); GLS, gas-liquid separator; injector valve
position (a) fill, (b) inject.

Fig. 2. Effect of HCl concentration in the eluent on the
determination of 0.1 µg L–1 Hg(II) with inclusion of 10%
(v/v) H2O2 in the eluent, and 2.0 µg L–1 Hg(II) without
H2O2 in the eluent. All other conditions as in Figure 1 and
Tables I, II, and IV.
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without risk of contamination and
analyte loss. From Figure 2, it can
be concluded that H2O2 played an
important role in improving the
efficiency of cold vapor
generation. The addition of 10%
(v/v) H2O2 in the eluent resulted in
about 30-fold increase in the sensi-
tivity for mercury determination. 

The effect of H2O2 concentra-
tion in the eluent was also investi-
gated to determine the optimal
H2O2 concentration for efficient
elution and cold vapor generation.
As shown in Figure 3, the fluores-
cence intensity significantly
increased with increasing the H2O2

concentration up to 4% (v/v), then
leveled off in the H2O2 concentra-
tion range of 4–16% (v/v). Accord-
ingly, a solution of 16% (v/v) HCl
and 10% (v/v) H2O2 was chosen as
the eluent for further experiments.
The effect of the eluent solution
flow rate was studied, and the best
CV-AFS signal intensity was
achieved at 4.2 mL min–1. 

Sample Acidity 

The effect of sample acidity on
the preconcentration of 0.1 µg L–1

Hg(II) was tested at a fixed DDTC
concentration of 0.05% (m/v). As
shown in Figure 4, the optimum
sample acidity ranged from 3% to
10% (v/v) HNO3. It was wide
enough for easy control. The lower
sensitivity at lower acidity [<3%
(v/v) HNO3] probably resulted from
an unfavorable complex formation
between Hg(II) and DDTC and/or
an unfavorable adsorption of the
resulting Hg-DDTC complex on the
inner surface of the KR. For further
experiments, an acidity of 4% (v/v)
HNO3 was used. 

Concentration of DDTC 

The influence of DDTC concen-
tration on the preconcentration of
0.1 µg L–1 Hg(II) was tested when
sample and reagent flow rates were
kept at 3.1 and 3.4 mL min–1,
respectively. The result is shown in
Figure 5. In the absence of DDTC,
little Hg(II) was sorbed on the walls
of the KR. The signal intensity sig-
nificantly increased with an
increase in the concentration of

DDTC up to 0.01% (m/v). These
results indicate that it was the
Hg(II)-DDTC rather than the Hg(II)
that was sorbed on the inner walls
of the KR. However, the fluores-
cence intensity changed slightly in
the range of 0.01–0.04% (m/v)
DDTC and reduced remarkably
with a further increase in DDTC
concentration, probably due to the
competition of excessive complex-
ing reagent for the active sites on
the inner walls of the KR. Accord-
ingly, a DDTC concentration of
0.02% (m/v) was employed for fur-
ther work.

KBH4 Concentration 

The effect of KBH4 concentra-
tion on the signal intensity is
shown in Figure 6. As the KBH4

concentration increased, the fluo-
rescence intensity of mercury
increased rapidly and reached a
plateau from 0.01 to 0.10% (m/v)
KBH4. Low KBH4 concentrations
[<0.01% (m/v)] probably gave an
incomplete reduction of the ana-
lyte, leading to low signal intensity.
Higher concentrations of KBH4

[>0.10% (m/v)] would cause

Fig. 3. Effect of H2O2 concentration included in the eluent
[16% (v/v) HCl] on the determination of 0.1 µg L–1 Hg(II).
All other conditions as in Figure 1 and Tables I, II, and IV.

Fig. 4. Effect of sample acidity [HNO3% (v/v)] on the pre-
concentration of 0.1 µg L–1 Hg(II). All other conditions as
in Figure 1 and Tables I, II, and IV.
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serious effervescence. As a result,
water vapor and/or mist of reagents
might condense on the transfer line
and consequently trap the volatile
mercury, resulting in a significant
decrease of the signal intensity. In
order to avoid any possible interfer-
ence, a KBH4 concentration of
0.04% (m/v) was selected.

Sample Loading Flow Rate and
Preconcentration Time 

The influence of sample loading
flow rate on the preconcentration
of 0.1 µg L–1 Hg(II) was evaluated at
a fixed sample loading time of 60 s.
It was found that the signal inten-
sity of 0.1 µg L–1 Hg(II) increased
linearly with the sample loading
flow rate up to at least 6.0 mL min-1.
Studies on the effects of sample
preconcentration time showed a
linear relationship until the sample
loading time increased up to at
least 300 s. To achieve a reasonable
sample frequency, a preconcentra-
tion time of 60 s was selected.
Thereby, a complete cycle of the
entire FI procedure lasted for 100 s,
resulting in a sample throughput of
36 samples h–1. 

KR Rinsing 

After sample loading into the
KR, the residual solution in the KR
may contain dissolved salts, which
could cause interferences with the
determination of Hg(II). Thus, a
rinsing step was used to remove
the residual matrix in the KR before
elution. In this work, air, DDW, and
diluted HNO3 solution were tested
as the rinsing solution. Air was
found not able to remove the resid-
ual matrix completely. When
diluted HNO3 solution was used as
the rinsing solution, the signal
decreased with an increase in the
concentration of HNO3. However,
DDW was found to remove the
residual matrix effectively while
not stripping off the sorbed analyte.
Accordingly, DDW was chosen as
the rinsing solution.

KR Tubing Length 

The influence of KR tubing
length on the preconcentration of
0.1 µg L–1 Hg(II) was investigated
for a sample loading time of 60 s. It
was observed that the signal inten-
sity increased with an increase in

the KR tubing length from 50 to
400 cm and then decreased from
400 to 500 cm. The result provided
the ability to achieve high sensitiv-
ity by properly increasing the KR
tubing length. However, longer KR
needed longer rinsing and elution
time. It was found that a KR length
of 150 cm was long enough to
obtain a high preconcentration effi-
ciency and to reach a short time
cycle.

Interferences 

Commonly encountered matrix
components in natural water, i.e.,
alkali and alkaline earth elements,
cause no interferences due to the
group-specific character of DDTC
and the efficient rinsing step. In
addition, six typical transition metal
ions, Cd(II), Fe(III), Co(II), Ni(II),
Cu(II), and Zn(II), and two hydride-
forming elements, As(III) and
Se(IV), were chosen to examine the
interferences in the determination
of 0.1 µg L–1 Hg(II) under the condi-
tions given in Tables I, II, and IV.
The results are shown in Table III.
The tolerable concentrations of

Fig. 5. Effect of DDTC concentration on the preconcentra-
tion of 0.1 µg L–1 Hg (II). All other conditions as in Figure 1
and Tables I, II, and IV.

Fig. 6. Effect of KBH4 concentration on the determination of
0.1 µg L–1 Hg (II). All other conditions as in Figure 1 and
Tables I, II, and IV.
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Cd(II), Zn(II), As(III), Se(IV),
Fe(III), Co(II), Ni(II), and Cu(II) for
the determination of 0.1 µg L–1

Hg(II) were found to be 0.1, 10,
0.1, 0.1, 0.7, 1, 0.3, and 0.2 mg L–1,
respectively, much higher than
their concentrations usually found
in natural water samples. In addi-
tion, no significant interferences
from the organomercury species up
to 0.5 mg L–1 were observed in the
preconcentration of Hg (II) under
the conditions given in Tables I, II,
and IV.

Analytical Performance of the
FI On-line Preconcentration CV-
AFS System

The analytical characteristic data
of the proposed FI on-line KR sorp-
tion preconcentration system for
CV-AFS determination of mercury
are summarized in Table IV. Under
the optimum conditions, a detec-
tion limit (3σ) of 4.4 ng L–1 was
achieved at a sample throughput of
36 samples h–1 with the consump-
tion of only 3.1 mL of aqueous solu-
tion. The precision (%RSD) for 11
replicate determinations of 0.1 µg
L–1 Hg(II) was 1.7%.

Table V compares the analytical
performance data of the present
method with those of several typi-
cal FI on-line sorption preconcen-
tration systems for atomic (mass)
spectrometric determination of
mercury. Generally speaking, the
present method offers low detec-
tion limits, good precision, high
sample throughput, and low sam-
ple consumption. For example, the
present system using DDTC as the
complexing agent and on-line

oxidative elution [in comparison to
a previous FI on-line KR sorption
preconcentration CV-AAS system
using 5-Br-PADAP as the complex-
ing agent for mercury determina-
tion (24)] permits a much higher
sample throughput (36 h–1 vs 11
h–1), requires a smaller sample solu-
tion (3.1 mL vs 25 mL), and offers
better precision (1.7% at the 0.1-µg
L–1 level vs 2.8% at the 1-µg L–1

level) with comparable detection
limits (4.4 ng L–1 vs 5 ng L–1). 

The accuracy of the present
method was checked by analyzing a
certified reference material,
GBW(E) 080392 (simulated natural
water). As shown in Table VI, the
concentration of mercury
determined by the present method
using simple aqueous standards for
calibration was in good agreement
with the certified values.

The present FI method was also
applied to the determination of
trace mercury in several local nat-
ural water samples. The analytical
results obtained by the present

TABLE III 
Effect of Potential Interfering
Species on the Determination 
of 0.1 µg L–1 Hg(II) Under the

Conditions Given in 
Tables I, II and IV

Foreign Conc.        Recovery 
Ion              (mg L–1)      (mean ± σ,

n =5) (%)

Cd(II) 0.05 96 ± 2
0.1 85 ± 1
0.5 69 ± 2

Fe(III) 0.2 98 ± 1
0.7 83 ± 2

Co(II) 0.2 100 ± 1
1 86 ± 1
3 70 ± 2

Ni(II) 0.1 99 ± 1
0.3 87 ± 2
0.4 79 ± 2

Cu(II) 0.05 96 ± 2
0.2 85 ± 1
0.5 69 ± 2

Zn(II) 2 98 ± 1
10 97 ± 1
20 78 ± 2

As(III) 0.05 97 ± 1
0.1 87 ± 2
0.2 77 ± 2

Se(IV) 0.05 95 ± 1
0.1 83 ± 2

0.2 70 ± 2

TABLE IV
Characteristic Performance Data of the FI On-line Preconcentration

for CV-AFS Determination of Mercury

Preconcentration Time 60 s

Sample Throughput 36 samples h–1

Sample Consumption 3.1 mL

Reagent Consumption

0.02% (m/v) DDTC 3.4 mL

0.04% (m/v) KBH4 1.4 mL

16% (v/v) HCl–10% (v/v) H2O2 1.4 mL

Working Range 10–2000 ng L–1

Detection Limit (3σ) 4.4 ng L–1

Precision (RSD, n=11) 1.7% (0.1 µg L–1)

Calibration Function 
(7 standards, n=11, C in µg L–1) A =1347.52C + 7.64

Correlation Coefficient 0.9991
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TABLE V
Comparison of Analytical Characteristic Data Obtained by Selected FI On-line Sorption Preconcentration Sys-

tems for Cold Vapor Atomic (mass) Spectrometric Determination of Mercury

Technique        Sorbent                 Complexing        Reductant      Eluent Sample D.L. Sample      Precision      Ref.
Employed Agent Volume Throughput    (%RSD)       

Needed                   (samples h–1)

CV-AFS KR DDTC KBH4 16% (v/v) HCl 3.1 mL 4.4 ng L–1 36 1.7% This
+10% (v/v) H2O2 (0.1 µg L–1)  work

CV-ICP-AES Micro-column no NaBH4 5% thiourea 8 mL 5 µg L–1 40 2.1% (18)
packed with +1% HNO3 (10 µg L–1 )
TS-gel

CV-ICP-MS Micro-column DDTPa NaBH4 Methanol 2.3 mL 5 µg L–1 21 3% (14)
packed with C18 (0.2 µg L–1)

CV-ICP-AES Micro-column no SnCl2 2 mol L–1 HNO3 9 mL 4 µg L–1 40 3.6% (19)
packed with PSTH (10 µg L–1 )
immobilized resin 
(Dowex)

CV-AFS Micro-column APDC SnCl2 Ethanol 45 mL 14.9 ng L–1 4 5.9% (15)
packed with C18 (? µg L–1 )

CV-AAS Micro-column DDTC NaBH4 Ethanol 25 mL 16 ng L–1 – 3.4% (16)
packed with C18 (0.5 µg L–1 )

CV-AAS Micro-column DDTP NaBH4 Ethanol 24 mL 10 ng L–1 12 – (17)
packed with C18

CV-AFS Micro-column no SnCl2 0.05 mol L–1 KCN 1000 mL 0.07 ng L–1 – 8.8% (8)
packed with 2- (? µg L–1 )
mercapto benzimidazol 
loaded silica gel

CV-AAS KR 5-Br-PADAP NaBH4 3 mol L–1 HCl 25 mL 5 ng L–1 11 2.8% (24)
(1 µg L–1)

a DDTP = O,O-diethyldithiophosphoric acid

TABLE VI
Analytical Results for Determination of Mercury in Water Samples and 

a Certified Reference Material Sample

Hg Conc. in Original Sample (µg L–1)  
Hg Added               Recovery (%) 

Certified Determined (µg L–1)   (mean ± σ, n=5)
Sample (mean ± σ, n=5)

GBW(E) 080392
Simulated Natural Water 10.0 ± 0.5 10.1 ± 0.07 – –
Slush Water – 0.055 ± 0.005 0.100 99 ± 3
Lake Water – 0.077 ± 0.003 0.100 105 ± 5
River Water – 0.106 ± 0.002 0.100 93 ± 5
Seawater 1 – 0.171 ± 0.002 0.200 102 ± 5
Seawater 2 – 0.128 ± 0.002 0.200 99 ± 4

Seawater 3 – 0.073 ± 0.004 0.200 94 ± 2
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method using a simple aqueous
standard calibration technique
were given in Table VI. The recov-
eries of mercury spike from these
natural water samples varied from
93 to 105%, indicating that the
presence of concomitants did not
interfere in the determination of
mercury and the proposed method
is suitable for natural water analysis.

CONCLUSION

The results of this work have
demonstrated that the developed FI
on-line KR sorption preconcentra-
tion CV-AFS technique with on-line
decomposition of Hg- complex is
rapid, sensitive, and cost-effective
for routine determination of mer-
cury in natural water samples.
Although the CV-AFS system is not
appropriate for the direct determi-
nation of mercury complex subse-
quent to KR preconcentration
procedure, the same technique
became a useful tool in providing
meaningful results when an on-line
oxidative elution process was
employed with a mixture of 16%
(v/v) HCl and 10% (v/v) H2O2 as the
eluent. Under the optimum condi-
tions, a detection limit (3σ) of 4.4
ng L–1 was achieved at a sample
throughput of 36 samples h–1 with
the consumption of 3.1 mL sample
solution. The method was success-
fully applied to the determination
of mercury in a certified reference
material and a number of local nat-
ural water samples.
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